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Abstract—Music information retrieval is of great interest in
audio signal processing. However, relatively little attention has
been paid to the playing techniques of musical instruments.
This work proposes an automatic system for classifying guitar
playing techniques (GPTs). Automatic classification for GPTs is
challenging because some playing techniques differ only slightly
from others. This work presents a new framework for GPT
classification: it uses a new feature extraction method based
on spectral–temporal receptive fields (STRFs) to extract fea-
tures from guitar sounds. This work applies a supervised deep
learning approach to classify GPTs. Specifically, a new deep
learning model, called the hierarchical cascade deep belief
network (HCDBN), is proposed to perform automatic GPT clas-
sification. Several simulations were performed and the datasets
of: 1) data on onsets of signals; 2) complete audio signals; and
3) audio signals in a real-world environment are adopted to
compare the performance. The proposed system improves upon
the F-score by approximately 11.47% in setup 1) and yields an
F-score of 96.82% in setup 2). The results in setup 3) demonstrate
that the proposed system also works well in a real-world envi-
ronment. These results show that the proposed system is robust
and has very high accuracy in automatic GPT classification.

Index Terms—Deep belief network (DBN), guitar playing tech-
nique (GPT) classification, neural network, spectral–temporal
receptive fields (STRFs).

I. INTRODUCTION

MUSIC plays an important role in entertainment.
Instruments that are used to produce music include

string woodwind, brass, piano, and many other instruments.
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String instruments, such as the guitar, are popular due to their
flexibility. A variety of guitar playing techniques (GPTs) is
used to produce unique music. Different techniques express
different moods and feelings. The automatic classification of
GPTs is challenging because some GPTs differ only slightly
from others. A small variation of the GPT may lead to music
sounds that are quite different.

Automatic GPT classification can be utilized in guitar tran-
scription systems. Moreover, interactive computer-aided musi-
cal learning environments are helpful for improving musical
skills [1]. An accurate GPT classification system can greatly
enhance the effectiveness of an interactive guitar learning
system.

Recently, music information retrieval (MIR) systems have
been attracting increasing interest in the field of audio signal
processing. The literature about MIR focused on key or pitch
estimation [2], [3]; music source separation [4]–[6]; music
genre classification [7]; the recognition of instruments [8]; and
emotion recognition from music [9], [10]. Moreover, several
new algorithms [11]–[14] were developed for the classification
of GPTs. Automatic GPT classification is interesting because
it is still in its early stage. Reboursiere et al. [11] presented
a scheme for GPT recognition that was based on the successive
classification of audio onsets. Su et al. [12] investigated the use
of sparse coding (SC) to derive useful information from time-
frequency representations of audio signals. Chen et al. [13]
proposed a candidate selection method for classifying electric
GPTs. While recent work focused on detecting the technique
that is used to play a single note [12], Chen et al. [13]
expanded this research by proposing an automatic classifica-
tion of GPTs for solo guitar tracks. Su et al. [14] systematically
evaluated various audio descriptors and studied the use of
sparse modeling to obtain better audio descriptors for automat-
ically classifying violin playing techniques. This work solved
the problem of automatic GPT classification for both sin-
gle notes and solo tracks and considered the following seven
GPTs.

1) Normal, which is the basic GPT.
2) Muting, which is the GPT by which the sound is muted

to create great attenuation and is generated by pressing
the string with the right hand.

3) Vibrato, which is the technique in which a pulsating
sound effect is produced by twisting the left-hand finger
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on the string. This technique causes minute and rapid
variations in the pitch.

4) Sliding, which is the technique in which the discrete
change to the target note is applied by sliding a finger
on the left hand over the frets without lifting it. It creates
a smooth transition in pitch.

5) Hammer-on, which is the technique of hammering the
strings using a finger on the left hand to create a sound
that is similar to that created by the normal playing
technique but with a smoother attack.

6) Pull-off, which is a technique that produces a sound that
is similar to the sound of normal playing technique.
However, a smoother attack is created by pulling the
finger on the left hand off the string.

7) Bending, which is the bending of a string with fingers
on the left hand without an apparent attack. It causes
a continuous change in the target note.

In MIR research, various audio descriptors have been
proposed to represent musical signal, such as Mel-frequency
cepstral coefficients (MFCCs). Su et al. [12] utilized
41 descriptors in a GPT classification system, including the
spectrogram, the logarithm cepstrum, the group delay function,
instantaneous frequency deviation (IFD), and others. Recently,
interest in biologically inspired systems were adopted in audio
signal processing. Jeon and Juang [15] presented a system that
mimics the human auditory system and applies it to process
acoustic signal information. Chi et al. [16] described a math-
ematical model for analyzing the early and central stages of
the human auditory system, called spectral–temporal response
fields (STRFs), and utilized it to transform an acoustic sig-
nal into the multiresolution spectral–temporal representation.
Wang et al. [17], [18] proposed an acoustic descriptor that is
based on the STRF-based scale descriptor to recognize speech
in a noisy environment.

When the audio descriptors for the guitar sound have
been obtained, they are fed into the developed classifier
to classify the GPTs. Numerous machine-learning methods
have been proposed for solving the classification problem,
including the Gaussian mixture model (GMM), the hidden
Markov model (HMM), the support vector machine (SVM),
and GMM-HMM [19]. In recent years, sparse representa-
tion and the deep learning framework became very pop-
ular methods for classification. Nam et al. [20] utilized
the SC feature of musical audio data as an input to the
SVM classifier. Humphrey et al. [21] used a deep neu-
ral network (DNN) framework, called the sparse restricted
Boltzmann machine (sparse RBM), to classify SC features.
Moreover, Grachten and Krebs [22] proposed RBM modeling
expressive dynamics for music analysis. Other DNN frame-
works, such as the deep belief network (DBN) [23] and the
convolutional neural network (CNN) [24], are also attracting
increasing interest in automatic audio signal recognition.

In this work, the STRF model is utilized to develop a new
audio descriptor, called the STRF-based rate descriptor, to rep-
resent a guitar sound data signal. In the proposed system,
the descriptors are obtained by computing the STRF-based
scale descriptor and the STRF-based rate descriptor, and com-
bining them with the well-known MFCC audio descriptor.

Moreover, this work developed a new DBN framework, called
the hierarchical cascade DBN (HCDBN) to classify GPTs
automatically.

The main contributions of this work are as follows.
1) A new audio descriptor, called the STRF-based rate

descriptor, is proposed.
2) A new framework for deep learning, called the HCDBN,

is designed to solve the problem of GPT classification.
3) An advanced feature selection method for GPT classifi-

cation was proposed.
4) The performance of the proposed approach much outper-

form those of many state-of-the-art techniques for audio
processing.

5) The feasibility of applying the proposed system to
solve the GPT classification problem in a real-world
environment is examined.

This manuscript is organized as follows. In Section II, the
overview of the proposed algorithm is given. In Section III, the
proposed STRF-based rate descriptor and its extraction method
are introduced. In Section IV, the proposed HCDBN archi-
tecture and its design and training methods are described. In
Sections V and VI, the experimental setup and the experiment
results are presented. A conclusion is given in Section VII.

II. OVERVIEW OF THE PROPOSED WORK

This work proposes a system for automatically classifying
GPTs. The inputs to the system are music audio data that
are professionally recorded from an electric guitar [12]. The
robustness of the system is evaluated using guitar sound data in
a GPT dataset recorded in a real-world environment. Fig. 1
presents an overview of the proposed system.

The first step in classifying GPT is to separate guitar music
data into numerous clips to be fed into the system. Each clip
of guitar music represents a single guitar playing segment.
Since the guitar is a plucked string instrument, there is always
an onset at the beginning of a musical note. Therefore, one
can apply onset detection on the guitar music signal and treat
the interval between two onsets as a musical note. Then, one
can analyze the GPT within the interval. The onset detection
algorithm, introduced by Kehling et al. [25], is adopted. The
results of which are input to the audio descriptor extraction
stage, wherein several audio descriptors, including the STRF-
based scale descriptor, the STRF-based rate descriptor, and the
conventional MFCC, are applied.

The proposed STRF-based descriptors have two main parts.
The first part is the STRF-based scale descriptor, which we
developed previously [17]. The present work further devel-
ops a new STRF-based descriptor, called the STRF-based
rate descriptor. Both the STRF-based scale descriptor and
the STRF-based rate descriptor are utilized to construct the
final audio descriptor of guitar musical sound data. The final
descriptor of every clip is then represented by a concatena-
tion of the proposed STRF-based audio descriptors with the
conventional MFCC.

The extracted audio descriptors are fed into the proposed
HCDBN framework to perform feature learning and GPT clas-
sification. The proposed HCDBN framework is utilized to
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Fig. 1. Proposed system framework.

simulate the functions of human brain by a hierarchical fea-
ture learning model. It makes the proposed framework work
analogous to the entire human hearing system.

III. PROPOSED STRF-BASED DESCRIPTOR EXTRACTION

A. Spectral–Temporal Receptive Fields

When a human being hears a sound, an audio signal is
passed through the hearing system. The auditory spectrum
is processed by the auditory cortex in the human brain. The
STRF [16] is a mathematical model that simulates the two
stages of the human hearing system. It comprises the following
two models.

1) Simulating the Early Stage of the Human Hearing
System: The STRF model simulates the first stage of the
human hearing system that operates when a human hears
a sound. The main functions of this step are to model the
cochlea and to generate an auditory spectrogram from
the received sound.

2) Simulating Primary Auditory Cortex (A1): A mathe-
matical model is utilized to simulate the process in
the primary auditory cortex (A1) layer of the human
hearing system. The main functions of this step are
to perform a multiresolution transformation on the
spectral–temporal domain and to capture the formants,
harmonics, vocal track, and pitch characteristics.

The first step in simulating the human hearing system is
to perform an affine wavelet transform by 128 band-pass fil-
ters, whose central frequencies are uniformly distributed along
a logarithmic frequency axis. Then, the cochlear output is
obtained from

y(t, f ) = max
(
∂f g(∂tyC(t, f )) ∗t ω(t), 0

) ∗t e
−t
τ u(t) (1)

where yC(t, f ) = s(t) ∗t h(t, f ), which is analogous to the
cochlear output, s(t) is the input signal, h(t, f ) are the impulse
responses of the 128 band-pass filters, and f denotes the cen-
tral frequency of each band-pass filter. The operator ∗t means
the convolution operation in the time domain, g( ) is a nonlin-
ear compression function, ω(t) denotes a low-pass filter, and
u(t) is a unit step function.

To simulate the primary auditory cortex (A1), we apply

STRF = hS · hT (2)

where hS denotes the spatial impulse response and hT

denotes the temporal impulse response. For an input of the
auditory spectrogram y(t, f ), the spectral–temporal response

STRF(t, f ,�, ω, ϕ, θ ) is calculated from

STRF(t, f ,�, ω, ϕ, θ) = y(t, f ) ∗tf
[
hS(f , ω, θ) · hT(t,�, ϕ)

]

(3)

where ∗tf means the convolution of the t−f plane, � and ω are
the spatial density and velocity parameters of the filters, and
ϕ and θ are characteristic phases. hS(f, ω, θ ) and hT (t,�, ϕ)
are the spatial impulse response (in cycle/octave) and temporal
impulse response (in Hz), respectively

hS(f , ω, θ) = hscale(f , ω) cos θ + ĥscale(f , ω) sin θ (4)

hT(t,�, ϕ) = hrate(t,�) cos ϕ + ĥrate(t,�) sin ϕ (5)

where hscale(f ) and hrate(t) are approximated by a Gaussian
function and a Gamma function, respectively, and ĥ(f ) denotes
the result of the Hilbert transform function.

The scale parameter represents the width of an auditory
spectrogram energy that is distributed along the frequency axis.
The rate parameter quantifies the velocity at which the spectro-
gram energy varies along the temporal axis. It can be separated
into two directions: 1) the downward rate (positive value) and
2) the upward rate (negative value). Fig. 2 shows examples of
the upward moving rate and the downward moving rate.

B. STRF-Based Scale Descriptor

The formants and the harmonics of audio signals can be
represented using the STRF descriptor with low-scale and
high-scale parameters, respectively.

The first step of our previously proposed STRF-based scale
descriptor [17] is to obtain S(t, ω) by summing the magnitudes
of the STRF representations for all f and �

S(t, ω) =
∑

f

∑

�

|STRF(t, f ,�, ω, 0, 0|, ω = 1, 2, . . . , Nω

(6)

where Nω is the scale number.
Next, a logarithmic function is used to calculate SL

SL(t, ω) = log(S(t, ω)). (7)

Then, an Nk-point discrete cosine transform (DCT) [26] is
performed on SL(t, ω), where Nk is the feature dimension

SDL(t, k) =
Nω∑

ω=1

SL(t, ω) cos
(

2πωk
Nω

)
, k = 1, 2, . . . , Nk. (8)

Authorized licensed use limited to: National Central University. Downloaded on October 03,2020 at 06:26:41 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

4 IEEE TRANSACTIONS ON CYBERNETICS

Fig. 2. (a) Upward and (b) downward moving rate. The x-axis is time; and
the y-axis is frequency.

TABLE I
FREQUENCY RANGE SETTING FOR FEATURE EXTRACTION

C. STRF-Based Rate Descriptor

Following the STRF-based scale descriptor, the STRF-based
rate descriptor is also proposed. The latter one is used to
capture the characteristic of rate parameters over a period
of 2m + 1 frames. The first process in the STRF-based rate
descriptor is given by

Rt(f ,�) = 1
2m+1

t+m∑

i=t−m

∑

ω

|STRF(i, f ,�, ω, 0, 0)|. (9)

Equations (10) and (11) yield the positive rate Rt
+and the

negative rate Rt
−, respectively

R+
t (j) =

∑

Lj≤f ≤Hj

∑

∀�>0

Rt(f ,�) (10)

R−
t (j) =

∑

Lj≤f ≤Hj

∑

∀�<0

Rt(f ,�) (11)

where j is the frequency range index, and Lj and Hj, respec-
tively, represent the lower and the higher frequencies in the
jth frequency range.

Based on the concept of the critical band [27], this work
extracts features of audio data in certain frequency ranges,
which are shown in Table I. The audio frequency is split into
five ranges based on the frequency selectivity of the human
hearing system. Better resolution is used for the low-frequency
part so that the low-frequency part can be emphasized.

Finally, the total rate Rt(j) can be obtained from a combi-
nation of the positive rate Rt

+(j) and the negative rate Rt
−(j)

together with a logarithmic function

Rt(j) = [
R+

t (j), R−
t (j)

]
(12)

RL
t (j) = [

log
(
R+

t (j)
)
, log

(
R−

t (j)
)]

. (13)

Fig. 3. Basic unit of DBN. Left: BM model; right: RBM model.

IV. HIERARCHICAL CASCADE DEEP BELIEF NETWORK

A. Deep Belief Network

Hinton and Salakhutdinov [28] introduced the framework of
a DBN, which has recently become one of the most popular
frameworks in machine learning—especially in deep learn-
ing. The DBN is constructed from several organized restricted
Boltzmann machines (RBMs). The RBM model, presented in
Fig. 3, is a generative model. It is a modified version of the
Boltzmann machine (BM).

The energy functions for the BM and the RBM are shown
in (14) and (15), respectively

E(x, h) = − 1
2 xTLx − 1

2 hTJh − xTWh (14)

E(x, h) = −xTWh − aTx − bTh (15)

where x is the input unit, h is the hidden unit, L is the weight
among input units, J is the weight among hidden units, W is
the weight between the input layer and the hidden layer, a is
the bias of the input layer, and b is the bias of the hidden layer.
Then, the joint probability P(x, h) of the energy function is
defined as

P(x, h) = 1
Z e−E(x,h) (16)

where Z =
∑

x,h

e−E(x,h). (17)

Then, the RBM is applied to maximize P(x) in (18)

P(x) = 1
Z

∑

h

e−E(x,h). (18)

Mnih and Hinton [29] presented the contrastive diver-
gence (CD) algorithm, which is shown as follows, to perform
RBM learning:

	wij = ε
(〈

xihj
〉
data − 〈

xihj
〉
recon

)
. (19)

The framework of the RBM can also be utilized to perform
discrimination and is then referred to as a discriminative RBM
framework. The joint probability of the discriminative RBM
P(y, x, h) is given as follows:

P(y, x, h) = 1
Z e−E(y,x,h) (20)

where Z =
∑

y,x,h

e−E(y,x,h) (21)

and y is the label of data. The goal of the discriminative RBM
is to maximize the joint probability P(y, x), which is given as

P(y, x) = 1
Z

∑

h

e−E(y,x,h). (22)
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Fig. 4. Network architecture of the DBN. The DBN is formed by cascading
several generative RBMs and a discriminative RBM. The blue part denotes
the input, the red part denotes the neuron of the hidden layer, and the green
part denotes the label.

Fig. 5. Network architecture of the HCDBN. The HCDBN is formed by
cascading several DBNs. The input layer of the ith DBN is connected to the
input layer of the first DBN. The blue part denotes the input, the red part
denotes the neuron of the hidden layer, and the green part denotes the label.

Discriminative RBM can be trained using a CD algorithm
as described above, or using another discriminative algorithm,
such as the gradient descent algorithm. In the DBN frame-
work, RBMs perform layerwise pretraining to initialize the
weights of the DBN. A DBN is composed of layerwise pre-
trained RBMs, as presented in Fig. 4. In the HCDBN herein,
the Softmax with the cross-entropy layer is utilized and added
to the top of the architecture as another layer for fine-tuning.

B. HCDBN Architecture

In this work, the proposed HCDBN framework comprises
several layerwise fine-tuned DBNs, as in Fig. 5. Its main pur-
pose is to solve the problem of information loss that may occur
in a high layer DBN when the layerwise fine-tuning process is
carried out in the architecture of the cascade DBN framework.

The design of the proposed HCDBN considers the gap
between layerwise unsupervised pretraining and layerwise
supervised learning. Since every DBN layer in the HCDBN
framework performs layerwise fine-tuning, some properties of
the original input data are lost during discrimination learning.
Therefore, in the proposed HCDBN, an additional connection
from the input layer to some high layers of the HCDBN is
defined. For example, in Fig. 5, the layer v is connected to the
layer h3, ensuring not only that every layer of the DBN main-
tains its original properties during training but also that both
low-level information and high-level information are learned
in an integrated fashion.

In this work, a pretraining stage that involves the discrimina-
tive RBM or the generative RBM for hidden layers is utilized.
Since the input signal in the experiment is a real-valued vector,
the energy function of a Gaussian–Bernoulli RBM, given by
(1/2)x2 −xTWh−aTx−bTh, is used to model the connection
between the input layer and the hidden layer of the HCDBN
architecture.

Then, the energy function of the Bernoulli–Bernoulli RBM
given by −gTWh−aTg−bTh is utilized to model the connec-
tion between hidden layers without the income from the input
layer. Finally, the energy function of the hybrid RBM, given
by (1/2)x2 − [x, v]TWh − aT[x, v] − bTh, is used to model
the connection from the input layer to a particular layer of the
HCDBN architecture. This particular layer is identified as the
visible layer. Here, x is the input data, v is the visible layer,
g and h are the hidden layers, W is the weight, a is the bias
of the input data and the visible layer, and b is the bias of the
hidden layer.

After the discriminative RBM has been trained, a Softmax
with the cross-entropy loss layer is added as the first stage of
the deep learning architecture to perform fine-tuning. Another
layer, the Hinge loss layer, is then added to enhance the dis-
crimination ability of the Softmax with the cross-entropy loss
layer by maximizing the margin among the extracted audio
descriptors of the GPT data from different classes.

The discriminative ability of the HCDBN framework arises
from the fact that each DBN can maintain the information
of the input data during the hierarchical training process. To
maintain this information, we connect the input layer to some
higher layers in the HCDBN framework. As in Fig. 5, the
proposed HCDBN is constructed from several DBNs, in which
each layer is connected to the next layer and some connections
are from the input layer to the high-level layers in the HCDBN.

C. Weight Initialization

Typically, a deep neural framework initializes the weights of
a network randomly or according to a particular distribution,
Some deep learning method uses the Gaussian distribution
described in (23) with a fixed standard deviation to initialize
the weight of a network [30]

Wi,j ∼ N(0, σ ) (23)

where σ is a standard deviation, such as 0.001. He et al. [31]
and Simonyan and Zisserman [32] proposed a random weight
initialization method that is based on the number of neurons in
the network. Glorot and Bengio [33] presented a weight ini-
tialization method that assumes that the activation function is
linear as

Wi,j ∼ U

( −1√
n1

,
1√
n1

)
. (24)

He et al. [31] proposed an initialization method and defined the
parametric rectified linear unit (PReLU) activation function as

Wi,j ∼ N
(

0, 2
nl

)
(25)

where nl is the number of neurons in layer l.
A traditional DBN uses a logistic function as its activa-

tion function, which is unlike the activation function described
above. Therefore, a new initialization method for the proposed
HCDBN framework that uses various activation functions for
various layer connections is required. Specifically, the archi-
tecture of the HCDBN is separated into the following five
subarchitectures.

1) The Gaussian–Bernoulli RBM, whose input layer is
connected to a higher hidden layer.
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2) The Bernoulli–Bernoulli RBM, in which a hidden layer
is connected to a higher hidden layer.

3) The Hybrid RBM, whose input layer is connected to
a high-level layer.

4) The top layer of the network, which is the Softmax with
the cross-entropy loss layer, for primary fine-tuning.

5) The final layer of the network, which is the Hinge loss
layer, for use in the last fine-tuning step.

Different initialization methods are applied to different sub-
architectures based on its characteristics. The initialization
method in (25) is utilized to initialize the network weight in
subarchitectures 2) and 3). The initialization method in (23)
is used to initialize the weight of subarchitectures 2) and 4).
Finally, the initialization method in (24) is utilized to initialize
the weight of subarchitecture 5).

D. Loss Function

The Softmax function as follows is commonly used in the
output layer of the DBN:

l(y, z) = ezy

∑C
i=1 ezi

. (26)

Its objective is to transform the prediction results of the
DBN into a probability. Moreover, in this work, an additional
layer on the top of the Softmax layer is utilized as the final
layer of the neural-network architecture. This final layer is the
Hinge loss layer, whose loss function is given by

l(y, z) = max(0, 1 − y · z) (27)

where z is a decision function, which satisfies z = wx + b
for the linear classifier and z = k(w, x) for the nonlinear
classifier, and k is a kernel function. The term y is the target
value and C is the number of classes.

The advantage of utilizing the Softmax with the cross-
entropy loss layer in the first stage of fine-tuning and adding
the Hinge loss layer in the subsequent fine-tuning stage is to
maximize the margin between different guitar music data from
different classes, and thereby to improve the discriminative
ability of the framework. The Hinge loss function is used to
maximize the margin between different guitar music data from
different classes. Therefore, the data classified into the margin
region probably contain the characteristics owned by different
classes, this approach helps the classifier to process any silent
part of the sound data.

V. EXPERIMENTAL SETUP

This section describes the experimental setup for evaluating
the performance of the proposed framework. The GPT dataset
from the work of Su et al. [12] was utilized. This dataset
comprises seven playing techniques of the electrical guitar that
is composed of 19 subclasses of GPT. Table II describes the
GPT database used in the experiments. There are two sets of
data: 1) a split dataset, which includes data on the onsets of
sounds and only portions of the waveform signals, obtained
by clipping them from 0.1 s before the onset to 0.2 s after
the onset and 2) a complete dataset, which includes complete
audio signals of guitar sounds.

TABLE II
NUMBER OF SOUND CLIPS IN THE GPT DATABASE

The experimental settings of Su et al. [12] were used to per-
form five-fold cross-validation. The performance of the system
is evaluated using the mean normalized F-score across seven
main playing techniques. The performance of the proposed
HCDBN framework is compared with that of the DBN frame-
work proposed by Keyvanrad and Homayounpour [34]. Each
HCDBN and hierarchical advanced DBN (HADBN) contains
two advanced DBNs (ADBNs), and each ADBN and DBN has
two hidden layers, with every hidden layer having 300 hidden
units. In the input layer, the number of parameters is given
by input_feature_dim*300; in the hidden layer, the number
of parameters is given by 300*300; and in the output layer,
the number of parameters is given by 300*number_of_classes.
After RBM stacking, all models undergo 2000 iterations of
backpropagation for fine-tuning. The experimental results of
Su et al. [12] are taken as the baseline, and those obtained for
the DBN scheme of Keyvanrad and Homayounpour [34] are
labeled as “DBN” results.

We proposed not only the HCDBN framework but also
other improved versions of the DBN framework, including
the ADBN and the HADBN. The architecture of the ADBN
is similar to that of the traditional DBN but with the improve-
ments of the proposed hybrid weight initialization algorithm,
(see Section IV-C), and the proposed training scheme that
uses the Hinge loss function (see Section IV-D). The HADBN
framework is utilized to evaluate a new strategy for fine-tuning
the neural network. The HADBN hierarchically cascades the
network of the DBN to fine-tune the neural network and con-
siders the data from both the input layer and the learned
feature. The two improvement methods of the ADBN frame-
work are also applied to the HADBN framework. Experiments
are performed to confirm the performances of the ADBN and
the HADBN.

To evaluate the performance of the proposed audio descrip-
tors, several descriptors, such as the traditional MFCC, the
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TABLE III
RESULTING AVERAGE F-SCORES USING THE SPLIT DATASET

(SEVEN MAIN CLASSES)

STRF-based scale (S) descriptor, the STRF-based rate (R)
descriptor, and a concatenation of those three feature descrip-
tors (MFCC+S+R), are examined. The evaluation results
are reported in terms of F-score at the clip-level, and the
F-score is the harmonic mean of precision and recall which is
calculated by

2 × precision × recall

precision + recall
. (28)

VI. EXPERIMENTAL RESULTS

This section describes five experiments that are performed
to evaluate the proposed framework. They are as follows.

1) Evaluating the performance of both the proposed STRF-
based descriptor and the proposed HCDBN framework
using the settings of Su et al. [12] with the split dataset.

2) Analyzing the behavior of audio signals in the internote
experiment, where musical audio clips from a GPT class
are compared with audio clips from other classes.

3) Verifying the performance of the proposed HCDBN
framework using complete audio clip signals from the
dataset.

4) Analyzing the results of the intranote experiment to com-
pare musical audio clips from a GPT class with audio
clips associated with the same GPT.

5) Evaluating the performance of the proposed system to
solve the GPT classification problem in the real-world
environment.

Each of the five experiments will be described in the following
sections.

A. Results Using the Split Dataset

First, the performances of the proposed STRF-based
descriptor and the proposed HCDBN framework are evaluated
in a split dataset experiment. The audio descriptors MFCC13,
S, S + R, and MFCC13 + S + R, are used. Table III presents
the performances (in terms of F-scores) of all configurations
of the audio descriptor and the DBN framework. The audio
descriptors S, S+R, and MFCC13+S+R outperform the tra-
ditional MFCC13 descriptor with F-scores that are 2.84%,
9.09%, and 5.73% better, respectively. These results demon-
strate that the proposed STRF-based audio descriptors provide
a high F-score in the split dataset. The proposed audio descrip-
tors capture the transitions of pitches or harmonics in audio
clips and are useful for extracting features in the onset parts
of the clips.

Moreover, Table III shows that the proposed frameworks
of the ADBN, the HADBN, and the HCDBN all outperform
the DBN with all audio descriptors. When the audio descrip-
tor of MFCC13 + S + R is applied, the F-scores of the
ADBN, the HADBN, and the HCDBN are 6.22%, 5.72%, and
7.59% better than that of the DBN. The HCDBN framework
yields the best F-score of 80.23% when the MFCC13+S+R
audio descriptor is used. The proposed audio descriptors and
the proposed HCDBN architecture totally improve the average
F-score of the DBN by 13.32%.

B. Observation 1: Internote Behavior of GPT

In this section, the behavior of waveform signals of split
musical data associated with various GPTs is analyzed. Such
analysis is called internote analysis. Since the technique that
is used to play a musical instrument depends on the tempo-
ral information, the variance of the spectrogram on the time
scale, which is shown in (29), is used to analyze the internote
behavior of the GPT musical data

Var(t) = 1

2n

∑

f

t+n∑

i=t−n

(
xt,f − xi,f

)2 (29)

where t is time; f is frequency, x is the spectrogram of the
audio data, and n is the number of frames. The (t−n)th frames
to the (t+n)th frames are used in the analysis of the t-th frame.

Table IV plots the graph of spectrogram variances that are
associated with seven GPTs in different classes obtained using
the split dataset. Frames of the same color are strongly similar.
As shown in Table IV, even though some graphs are of dif-
ferent GPT classes, they exhibit very similar variations along
the time axis. Some graphs associated with normal, mute, and
vibrato techniques (red frames) are very similar to one another.
Some graphs associated with hammer-on, sliding, and bend-
ing techniques look very similar (green frames). Moreover, the
graphs associated with the pull-off and sliding techniques are
also very similar (orange frames).

Some GPTs are hard to differentiate at the onset. For
example, normal, mute, and vibrato have similar onsets. To
differentiate them, the information after the onset is required.
For the GPT of “normal,” the signal remains unchanged after
the onset. For “mute” and “vibrato,” due to fretting and picking
on the string, the signal changes significantly. Therefore, if the
proposed STRF-based features are applied only on the onset
part, the performance of GPT classification may be limited.

Therefore, as presented in Fig. 6, using the variation trend of
the spectrogram can only separate the GPT into two groups—
[normal, mute, vibrato] and [pull-off, hammer-on, sliding,
bending], even there are actually seven classes. To provide
a deeper understanding of the internote behavior, Table V
presents the confusion matrix of audio clips from various GPT
classes on the split dataset.

Tables IV and V and Fig. 6 indicate that using a split dataset
is challenging because some data associated with different
GPT classes are not well distinguished. As will be explained
in the following section, using the complete audio clip can
improve the recognition result of the system.
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TABLE IV
INTERNOTE ANALYSIS OF THE SPLIT DATASET. EACH PLOT REPRESENTS

THE VARIANCE IN THE SIGNALS FOR DIFFERENT GPTS, WHICH IS

COMPUTED BY (29). THE PLOTS ALONG EACH ROW DENOTE THE SIGNAL

VARIANCE OF DIFFERENT SUBCLASSES IN EACH GPT ON THE TIME AXIS

Fig. 6. Visualization of variance on the split dataset. There are four different
variation trends in Table IV, including red, blue, orange, and green frames.
Normal clips contain red and blue frames; muting clips contain red frames;
vibrato clips contain red frames; pull-off clips contain orange frames; hammer-
on clips contain green frames; sliding clips contain orange and green frames;
and bending clips contain green frames.

C. Results Obtained Using the Complete Dataset

The experiments in this section evaluate the performance
of the proposed framework using the complete dataset. The
experiments were performed with three audio descriptors,
which were MFCC13, MFCC13 + S, and MFCC13 + S + R.
Table VI shows the results concerning the performance of the
proposed system using the complete dataset. As expected, the
F-score that was obtained using the complete audio clip sig-
nal exceeds that obtained using the split dataset. In the split
dataset, the highest F-score is 80.23%. In contrast, when the

TABLE V
CONFUSION MATRIX BASED ON THE SPLIT DATASET

OF SEVEN MAIN CLASSES

TABLE VI
RESULTING AVERAGE F-SCORES USING THE COMPLETE DATASET

(SEVEN MAIN CLASSES)

complete audio clip signal is applied, the highest F-score is
93.38%, which was obtained when the HADBN framework
and the MFCC13+S descriptor were used. Using the complete
dataset increased the average F-score by 13.15%.

D. Observation 2: Intranote Behavior of GPT

In this section, the behavior of sound clips of the com-
plete GPT musical data associated with the same class is
analyzed. Such analysis is called intranote analysis. The GPTs
in the dataset comprise 19 subtechniques, as mentioned in
Table II. We utilize information about these 19 subtechniques
to elucidate the intranote behavior.

Table VII shows the variances of the spectrograms of
distinct audio clips associated with seven GPTs and 19 sub-
techniques using the complete dataset. From Table VII, one
can see that the differences among the spectrogram variances
for different GPTs or subtechniques are more obvious than
those in Table IV. In Table VII, the subtechniques of step-
up and step-down produce quite different variation trends.
Table VIII presents the confusion matrix corresponding to the
complete dataset. It shows that confusion arises only in a small
number of cases.

Fig. 7 shows a visualization of the complete dataset. It
reveals that, with the complete dataset, the GPTs can be easily
separated into three groups—[mute], [vibrato], and [normal,
pull-off, hammer-on, sliding, bending]. Almost all classifi-
cation errors in Table VIII match the areas of confusion in
Fig. 7.

Compared to the internote analysis of the split dataset, the
intranote analysis of the complete dataset reveals the global
variation of a GPT data signal, whereas the split dataset yields
a local variation. Considering global and local information
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TABLE VII
INTRANOTE ANALYSIS OF THE COMPLETE DATASET. EACH PLOT

REPRESENTS THE VARIANCE IN THE SIGNALS FOR DIFFERENT GPTS,
WHICH IS COMPUTED BY (29). THE PLOTS ALONG EACH ROW DENOTE

THE SIGNAL VARIANCE OF DIFFERENT SUBCLASSES IN EACH

GPT ON THE TIME AXIS

Fig. 7. Visualization of variance on the complete dataset. There are five
different variation trends in Table VII, including red, orange, purple, blue,
and green frames. Normal clips contain purple, blue, and green frames; mut-
ing clips contain red frames; vibrato clips contain orange frames; pull-off
clips contain blue frames; hammer-on clips contain green frames; sliding clips
contain blue and green frames; and bending clips contain green frames.

simultaneously can separate seven GPT class better than
considering only global or local information, as in Fig. 8.

Given the audio data associated with 19 subtechniques,
another approach to GPT classification is developed. It first
identifies the subtechniques from audio data and then maps
the result of that identification onto seven main GPTs. The
following section considers this alternative approach.

TABLE VIII
CONFUSION MATRIX BASED ON THE COMPLETE DATASET

OF SEVEN MAIN CLASSES

Fig. 8. Visualization of variance on the mixture of the split and the complete
datasets. Normal can be separated from pull-off, sliding, hammer-on, and
bending when considering global and local information simultaneously.

E. Overall Comparison

The experiments in this section compares the performance
of the proposed system with those of the baseline systems
in [12] and the DBN in [34]. The baseline system in [12]
used 41 kinds of features to perform SC and utilized the
SVM as a classifier. Beyond directly classifying seven main
GPTs, the proposed three frameworks utilize an indirect strat-
egy of classifying guitar audio data into 19 subtechniques and
then mapping the recognition result onto seven main GPTs.
Following the comparison in the preceding experiments, two
datasets are used in this experiment: 1) the split dataset and
2) the complete dataset.

Table IX compares the performances of the proposed
systems (ADBN, HADBN, and HCDBN with the descrip-
tors of S+R or MFCC13+S+R) with that of the baseline
system [12] and the DBN [34] using the split dataset. In the
framework names, the number 7 refers to that the system clas-
sifies the musical data into seven main GPTs and 19 refers
classifying the musical data into 19 subtechniques.

Table IX shows that, for the split dataset, the proposed
ADBN-7 framework yields an F-score of 78.86%, the
HADBN-7 yields an F-score of 78.83%, and the HCDBN-
7 yields the highest F-score of 80.23%. The average F-score
of the baseline system of [12] is 68.76%. All three proposed
systems are more than 10% more accurate than the baseline
system. The F-scores of the proposed ADBN, HADBN, and
HCDBN systems are about 12% better than that of the DBN.
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TABLE IX
RESULTING AVERAGE F-SCORES OF GPT CLASSIFICATION

USING THE SPLIT DATASET

TABLE X
RESULTING AVERAGE F-SCORES OF GPT CLASSIFICATION USING THE

COMPLETE DATASET

Table X compares the performances of the proposed
three frameworks and the DBN framework [34] using the
complete dataset. This experiment involved three audio
descriptors, which were MFCC13, MFCC13 + S, and
MFCC13 + S + R. The table identifies the audio descrip-
tor that generated the best average F-score. The experimental
results reveal that all three proposed frameworks yielded an
F-score that was at least 7% better than that of the DBN. The
frameworks of the DBN, the proposed ADBN, the proposed
HADBN, and the proposed HCDBN yield average F-scores of
85.71%, 93.26%, 93.38%, and 92.83%, respectively. The best
result was obtained when using the HCDBN to classify the
musical data into 19 subtechniques, which yielded an average
F-score of 96.82%.

F. Applied Proposed System on Real-World Applications

In this section, an experiment is performed to test the
performance of the proposed framework in the real-world envi-
ronment. The test data are real-world audio clips of guitar
music signals.

The main differences between these test data and the test
data in the GPT dataset are that the playing techniques were
not applied continuously, the existence of noise, and that the
audio clips have unequal durations. The real-world guitar play-
ing audio clips have various lengths, from 0.1 to 5 s. Therefore,
it is difficult to determine the starting and ending points of each
guitar audio clip.

Fig. 9. GPT classification results for riff.wav.

Fig. 10. GPT classification results for solo1.wav.

In this experiment, first, the onset time of the audio clip is
detected using the method proposed by Kehling et al. [25].
Then, the audio descriptors, such as the MFCC and the
STRF-based audio descriptors, are acquired from the audio
data between consecutive onsets. Finally, the descriptors are
fed into the trained DNN to identify the playing techniques in
the audio clip.

Fig. 9 presents the results of onset detection and the recog-
nition of the GPT in a real-world audio clip (riff.wav). The
x-axis represents the time and the y-axis represents the class
of the playing technique (1: normal, 2: muting, 3: vibrato,
4: pull off, 5: hammer-on, 6: sliding, and 7: bending). Red
circles represent the ground truth, and blue dots represent
the GPT classification results. The GPT recognition rate is
53/65×100%=81.54%.

Another experiment is conducted using another audio clip
file, solo1.wav. Fig. 10 presents the results of onset detec-
tion and the recognition of the GPT in a real-world audio
clip (solo1.wav). The x-axis represents the time and the y-
axis represents the class of the playing technique (1: normal,
2: muting, 3: vibrato, 4: pull off, 5: hammer on, 6: sliding,
and 7: bending). Red circles represent the ground truth, and
blue dots represent the GPT classification results. The GPT
recognition rate is 12/22×100%=54.55%.

The performance of the proposed system in the real-world
demonstrates that the system can perform GPT classification
accurately even in a real-world environment.

VII. CONCLUSION

This work proposed a system for identifying GPTs using
an STRF-based scale descriptor, an STRF-based rate descrip-
tor, and a new DNN, called an HCDBN. Simulations show
that the proposed framework has yielded very high recog-
nition rates. With the split signal of the guitar music data,
the proposed framework yielded 11.47% and 13.32% higher
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average F-scores than the baseline system in [12] and the
DBN baseline [34], respectively. The proposed framework
also yielded a much higher F-score than using the DBN
when a complete signal of guitar music data was used. The
proposed GPT classification system yielded an average F-score
of 80.23% with the split signal and of 96.82% with the
complete signal. Moreover, audio clips of guitar music sig-
nals in a real-word environment were used to evaluate the
performance of the proposed system. The experimental results
demonstrate that the proposed framework can work well even
in a real-world environment. Finally, the proposed STRF-based
descriptors are able to capture audio characteristics, such as
formants and harmonics. Therefore, it is especially suitable
for analyzing the techniques of various string instruments.
Apart from plucked string instruments, such as the guitar,
the proposed technique classification can also be applied to
bowing string instruments, such as the violin.
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