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HEVC provides the quadtree structure of the coding unit (CU) with four coding-tree depths to facilitate
high coding efficiency. However, compared with previous standards, the HEVC encoder increases compu-
tational complexity considerably, thus making it inappropriate for applications in power-constrained
devices. This study therefore proposes a computational complexity allocation and control method for
the low-delay P-frame configuration of the HEVC encoder. The complexity allocation includes the group
of pictures (GOP) layer, the frame layer, and the CU layer in the HEVC encoder. Each layer involved uses
individual method to distribute the complexity. In particular, motion vector estimation information is
applied for CU complexity allocation and depth split determination. The total computational complexity
can thus be reduced to 80% and 60% or even lower. Experiment results revealed that the average BD-PSNR
exhibited a decrease of approximately 0.1 dB and a BD-bitrate increment of 2% when the target complex-
ity was reduced to 60%.

� 2016 Elsevier Inc. All rights reserved.
1. Introduction

In recent years, mobile phones have become popular consumer
electronics. Smartphones are ubiquitous in daily life for accessing
the Internet for videos or multimedia applications. People are
increasingly capturing and sharing multimedia on mobile devices;
therefore, the demand for high-quality and real-time video is
increasing. Hence, complex algorithms with heavy computations
have been developed in recent video standards. Heavy computa-
tions, however, consume considerable power and reduce battery
life, hindering video applications in power-constrained mobile
devices. Therefore, reducing the computational complexity is cru-
cial for video applications in mobile devices.

The video standard H.264/AVC employs the macroblock (MB) as
the largest block for prediction coding [1]. An MB is a 16 � 16 block
of pixels, and its prediction modes, partitioned from an MB with
different block sizes, are used for motion estimation (ME). The opti-
mal prediction mode is determined according to the rate-distortion
optimisation (RDO) procedure. RDO reduces the prediction error
but increases the computational complexity. Accordingly, mode
decision (MD) or ME are popular topics for complexity reduction
in H.264/AVC [2–5].

The newest video standard high-efficiency video coding,
(HEVC), finalised in 2013, supports a coding efficiency that is
higher than those of previous standards, especially for high-
resolution video content [6]. HEVC uses quadtree structures of cod-
ing units (CUs) and four coding-tree depths to facilitate high cod-
ing efficiency. The largest coding unit (LCU) is composed of a
block of 64 � 64 pixels, which is 16 times greater than the MB
block size. The computational complexity is increased consider-
ably, and many fast algorithms have been proposed based on CU
depth decision in recent years [7–16].

Although fast algorithms for CU depth decision are intended to
reduce the complexity of the HEVC encoder, the main objectives
are to achieve a trade-off between the transmission quality and
complexity. By contrast, the complexity control method is used
for effectively maintaining the transmission quality as the target
complexity is downscaled. The purpose of complexity control is
not only to reduce the power consumed for a given target complex-
ity but also to effectively control the transmission quality of a
power-constrained device.

Extensive studies have been proposed to reduce complexity for
H.264/AVC and HEVC, respectively. By contract, studies on com-
plexity control were not as much. We list some representative
work as follows. He et al. proposed a theoretical model for
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Fig. 1. Hierarchical coding structure of the LDP configuration [13].
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power-RD analysis. They adjusted complexity control parameters
to match the available energy supply while maximizing the picture
quality [17]. Chien et al. measured the coding gains of coding tools
to reorder the steps of the encoding process. Some coding tools
with less coding gains may be skipped to meet the required com-
plexity constraint [18]. Corrêa et al. separated the sequence into
constrained and unconstrained frames. Information obtained from
the collocated areas in the previously encoded unconstrained
frames could be used to predict the number of constrained frames
and their coding-tree depths [19]. Several studies have investi-
gated the improvement of the prediction performance [20–23].
Moreover, a workload management strategy was proposed for
maintaining the frame rate transmission [24]. In [25], Zhang
et al. proposed the motion collision count (MCC) to estimate the
number of prediction units (PUs) located in the current encoding
CU, and then determined the number of CU splits from each CU
depth. The complexity control was based on the percentage of
CU splits. Recently, a subjective driven complexity control was pro-
posed to reduce and control the encoding complexity of HEVC [26].

This study focuses on the low-delay P-frame (LDP) configura-
tion of HEVC, because this configuration is suitable for applications
in low-power devices. The complexity allocation includes the
group of pictures (GOP) layer, the frame layer, and the CU layer
of the HEVC encoder. Instead of allocating exact computational
complexity among frames or CUs, their relative complexity of con-
sumption ratio was estimated. Different methods were applied to
different coding layers to estimate the relative complexity con-
sumption. As the target complexity was set, the relative complex-
ity allocation for each coding layer could be preserved, and the
complexity control could thus be applied effectively. To further
increase the coding efficiency, a formula based on motion vector
estimation was used for the fast decision of the CU depth split.
Therefore, the proposed method could not only maintain the trans-
mission quality adaptively but also and increase the coding effi-
ciency of HEVC.

The remainder of this paper is organized as follows. Section 2
describes the proposed complexity control method, and the exper-
imental results of are presented in Section 3. Finally, Section 4 pre-
sents the conclusion.
Table 1
Simulation environment.
2. Complexity control method

In this study, the computational complexity was allocated to
each coding layer of HEVC for complexity control. Methods for allo-
cation are detailed in the following subsections. The computational
complexity was measured by the operation of the central process-
ing unit (CPU) clock cycles. The time consumption equals the con-
sumed number clock cycles divided by the CPU frequency. First,
the complexity was equally distributed among GOPs. Second, each
frame complexity was estimated using a parabolic curve at differ-
ent quantisation parameter (QP) settings. Third, the complexity
distribution to each CU depended on the estimated number of
PUs located in the current encoding CU block. Fourth, a formula
was used for the fast decision of the LCU depth splitting. Finally,
the computational complexity was compensated: Any over- or
underallocated complexities were equally distributed among the
remaining uncoded CUs or frames.
Reference software HM 12.1
Sequence Class A_PeopleOnStreet

Class B_Kimono1
Class C_RaceHorse
Class E_Vidyo1

FramesToBeEncoded 97
Configuration file Low Delay P (IPPP. . .)
QP 20, 22, 25, 27, 30, 32, 35, 37, 40, 42
Hardware Intel(R) Core(TM) i7 CPU 920 @ 2.67 GHz,4.0 GB of

RAM
2.1. GOP layer complexity allocation

This study focused on the LDP configuration in the HEVC enco-
der [27]. The LDP configuration consisted of one I-frame, with the
remainder being P-frames. Fig. 1 illustrates the LDP configuration,
where each GOP contains four P-frames. The QP settings for the
first and third frames were QP + 3, for the second frame, QP + 2,
and for the fourth frame, QP + 1. This QP setting was the same
for the remaining GOPs. Fig. 1 also shows that the encoder order
is the same as the picture order, meaning that this configuration
was low-delay for real-time transmission [13].

To estimate the computational complexity in the GOP layer,
four test sequences from different classes were simulated. The sim-
ulation environment is presented in Table 1. The reference soft-
ware for HEVC was HM 12.1, and eight QP settings were
selected. The computational complexity was determined according
to the CPU clock. The sequences of Class D were excluded in this
study because of their low resolution.

Fig. 2 shows the complexity consumption of the first 97 frames
with QP 27 for four sequences (Classes A, B, C, and E). The complex-
ity consumption depended on the frame size and sequence con-
tent. Large frame sizes with high-motion sequences, such as
Class A_PeopleOnStreet, consumed more complexity than small
frame sizes with low-motion sequences, such as Class E_Vidyol.
Fig. 2 also shows a crucial characteristic of the LDP configuration:
The complexity consumption for each sequence could be treated
as a periodic signal with a period of 4, except for the first GOP. In
other words, processing each GOP, composed of four frames,
involved almost the same complexity.

Note that processing the first I frame involves a lower complex-
ity compared with processing other frames. This is because P frame
uses interprediction and I frame uses intraprediction for prediction
coding. It usually takes more complexity to process interprediction
than to process intraprediciton. From HEVC default setting, four
reference frames are used for interprediction. The first four P
frames (the first GOP) thus use less number of reference frames
for interprediction, and involves a lower complexity compared
with processing the other GOPs. For these four P frames, their com-
plexity consumption increases as the number of available refer-
ence frames increases.

According to the LDP configuration, the complexity of all P
frames, CP, can be expressed as follows:

CP ¼ CE � CI ð1Þ



Fig. 2. Frame complexity consumption from four test video sequences.

Fig. 3. Average ratio of frame complexity consumption for each GOP under
different QP settings.

Table 2
Constant parameters for frame complexity.

i ai bi ci

1 5 � 10�5 �1.2 � 10�3 2.416 � 10�1

2 2 � 10�5 �9.7 � 10�4 2.425 � 10�1

3 5 � 10�5 �1.1 � 10�3 2.369 � 10�1

4 1 � 10�4 3.3 � 10�3 2.789 � 10�1
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where CE is the entire complexity of the sequence, and CI is the com-
plexity of the I frame. The complexity for I frame can be estimated
according to the average complexity of I frame from those eight test
sequences. From the result of Fig. 2, the complexity allocation to
each GOP, CGOP, can be expressed as follows,

CGOP ¼ CP=NGOP ð2Þ
where NGOP is the number of GOPs in the sequence; that is, the com-
plexity for each GOP was equally distributed.

2.2. Frame layer complexity allocation

The allocation of the frame complexity at different QP settings
was determined using a parabolic curve. As Fig. 2 illustrates, the
complexity of each GOP was almost identical, and the frame-
encoding time in the same position for each GOP had similar com-
plexity. According to these results, the frame complexity estima-
tion could be simplified only to estimate the complexity of each
frame in a GOP, because frames in the same position of each GOP
had similar complexity consumption. According to the LDP config-
uration, four frames composed a GOP; thus, only the complexity of
four frames had to be estimated.

Let Ri denote the complexity ratio of the ith position frame to
the GOP, where the value of i is 1, 2, 3, or 4. The Ri for each position
is calculated according to the test sequences with different QP set-
tings; the results are plotted in Fig. 3. It only plots six different QP
setting for clearer representation. For low QPs, the effect of the
complexity consumption on the QP factor for each frame is sub-
stantial. However, for high QPs, the rates of the first three frames
are similar, and the rate of the fourth frame is highest.

A parabolic curve was applied to fit each Ri for different QPs. The

estimated ratio for the ith frame, denoted as R̂i, starting from QP
value at 20, can be expressed according to the relation (3),

R
_

i ¼ ai � QP2 þ bi � QP þ ci ð3Þ
where ai, bi, and ci are constants and the value of i is 1, 2, 3, or 4.
Table 2 lists the values of these constants, and Fig. 4 shows each
Ri and its estimated curve. The estimated error of each Ri is less than
1.25%. Finally, the complexity of the P frame at the ith position of a
GOP, CFi , is estimated according to the expression

CFi ¼ R̂i � CGOP ð4Þ
2.3. CU layer complexity allocation

The complexity allocation in the CU layer was to distribute the
complexity from the frame layer to the CU layer, including the LCU
layer, and CU in Depth 1. Similar to the frame layer allocation, the
complexity allocation to the CU layer involves estimating the rela-
tive complexity consumption.

For the LCU layer, to efficiently allocate the complexity among
LCUs within a frame, a metric is necessary to estimate the compu-
tational complexity of each LCU. The HEVC rate control algorithm
employs a linear model to estimate the mean absolute difference
(MAD) of the current encoding frame by using the MAD of its pre-
vious frame, because there is a strong correlation between the suc-
cessive frames [28]. In this study, the concept of MCC, which refers
to the motion information of the PU in the previous frame, was
adopted to estimate the complexity of each LCU [25]. Zhang et al.
recorded all the MVs and related partitions of PUs of the previous
frame; in their study, they allowed the PUs to move forward at the
same distance but in the opposite direction to their MVs. They then
counted the number of PUs located in each LCU block of the current
encoding frame. This number was the MCC. Fig. 5 shows the sim-
ulation results indicating the MCC location, plotting by blue dots,
within each LCU from the second frame of the sequence Class
C_RaceHorse. The LCU block containing high-motion or complex
content generally had more MCC numbers than did the LCU block
containing low-motion or homogeneous content. Therefore, the
concept of the MCC was used for complexity allocation to the CU
layer; that is, the complexity for the current encoding LCUwas pro-
portional to its MCC value. The complexity allocation ratio to the
jth LCU in the frame, denoted as RLCUj

, is estimated using

RLCUj
¼ MCCj

PNLCU
j¼1 MCCj

ð5Þ

where MCCj is the MCC value of the jth LCU, and NLCU is the total
number of LCUs in the frame.



(a) R1 (b) R2 

(c) R3                                           (d) R4 

Fig. 4. Estimated and original average ratio for frame complexity under different QP settings.

Fig. 5. An example showing the MCC location in each LCU block.

J.-T. Fang et al. / J. Vis. Commun. Image R. 40 (2016) 34–41 37
This method can also be applied for the complexity allocation of
other CU coding depths. Because an LCU has four CUs in Depth 1,
the complexity from each LCU is distributed only to its four CUs.
The complexity allocation to CUs in Depth 1 is proportional to
the MCC number located in each CU block. In other words, a CU
with a large MCC has more complexity. By contrast, a CU with a
small MCC may quickly terminate its encoding process. Because
the coding efficiency of CU in Depth 2 or 3 is less than the CU in
Depth 0 or 1, the complexity of the CU in Depths 2 and 3 are not
controlled using the proposed method.

2.4. Fast algorithm for the LCU split decision

HEVC provides CU a quadtree structure, and uses the RDO pro-
cedure to determine the best PU for each CU. Though the RDO pro-
cedure can improve coding efficiency, it increases computational
complexity considerably. Therefore, in this work, in addition to
allocating the complexity to each coding layer for complexity con-
trol, a fast algorithm for CU split decision is required to reduce the
computational complexity for HEVC encoder.

The MCC value of each test sequence was measured. Fig. 6 plots
the relationship between the MCC average and QPs, where the
MCC average in a frame was the total MCC number divided by
the LCU number. The graph shows that high-motion sequences
generally had higher MCC average values than low-motion



Fig. 6. Relation between average MCC and QPs for different test sequences.
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sequences. This is because high-motion sequences required more
split PUs than low-motion sequences for interprediction. More-
over, the average MCC increased as QP decreased, as more content
details can be preserved from a small QP than from a large QP for
interprediction. In other words, the MCC value reflected the
sequence content and QP setting for interprediction. Therefore,
we assume that a frame with a high MCC average has a high ratio
of LCU split. Conversely, a frame with a low MCC average has a low
ratio of LCU split.

About the LCU depth split estimation, the ratio of LCU depth
split, Rsplit, is estimated by the average MCC. It can be derived as
Rsplit ¼ f ðMCCavgÞ where f is a function operator, and MCCavg is a
parameter. Fig. 7 shows that the relation between Rsplit and MCCavg
based on two factors, video content (VC) and QP. From Fig. 7, if the
observation is based on the same video sequence, it shows that the
Rsplit decreases as QP increases, and the Rsplit increases as QP
decreases. Furthermore, MCCavg is inversely proportional to QP
for a specific video sequence. If the observation is based on the
same QP, it shows high motion sequence has high Rsplit, and low
motion sequence has low Rsplit. Furthermore, MCCavg is positive
proportional relation to VC for a given QP.

Combining these two factors, QP and VC, a quadratic form is
used to model the relation between Rsplit and MCCavg, expressed
by (6),

Rsplit ¼ �t1 �MCC2
avg þ t2 �MCCavg þ t3 ð6Þ

where t1, t2, and t3 are constant. These coefficients can be obtained
by simulating the test sequences.

The MCC value of each LCU in each frame needs to be sorted,
just the same procedure as [25] did. With the sorting result and
Fig. 7. Relation between LCU-depth split ratio and average MCC based on video
sequences and QPs.
(6), the LCU depth split can be estimated. Compared with the
method in [25], in the proposed method, CUs with higher MCC val-
ues are also with a higher chance to be split, but the LCU split ratio
is determined by (6).

Table 3 lists the correctness of the LCU split decision under the
high motion sequence (RaceHorse) and the low motion sequence
(Vidyo l). The average correctness is over 90%, which means (6)
is quite applicable. The result is similar to the result in Table 1 [25].

Formula (6) can also be applied to determine the split of CUs in
Depth 1. Because the size of the CUs in Depth 1 is only one quarter
the size of the LCU, the average MCC value is only divided by 4, and
the threshold of CUs in Depth 1 is one-quarter of the threshold, T,
of the LCU in (6). The proposed method was not applied for the fast
algorithm for the CUs in Depths 2 and 3.

2.5. Complexity compensation

The actual complexity consumption may not be equivalent to
the allocated complexity. First, some LCU or CU early terminates
its process (or using skip mode), the extra distributed complexity
can thus be distributed to the rest frames or CUs. Second, as the
distributed complexity is exhausted, but the process is still going,
this procedure can continue until it ends. However, the extra used
complexity will be deduced from the rest frames or CUs.

As above description, when a frame consumes a complexity dif-
ferent from that which is allocated, the complexity allocation to
the next frame is adjusted by adding the complexity compensation
CCMP, which is calculated using the expression

CCMP ¼ ðAFi � CFi Þ=ðn� niÞ ð7Þ

where AFi is the actual complexity consumption of the ith frame Fi, n
is the total number of frames in the GOP, ni is the ith frame, and
n � ni represents the remaining uncoded frames in this GOP.

The complexity offset AFi � CFi is used to adjust the complexity
allocation. If the allocated complexity is more than the actual com-
plexity consumption, then this term is negative, and the complex-
ity allocation for the remaining frames is reduced. Conversely,
when this term is positive, the complexity allocation for the
remaining frames is increased. Finally, this complexity offset is
divided among the remaining uncoded frames for equal
distribution.

The formula for the complexity compensation of the LCU layer
is similar to (7). The complexity offset term in the numerator is
replaced with the LCU complexity offset, and the term representing
the remaining uncoded frames in the denominator is replaced by
the remaining uncoded LCUs.

Fig. 8 shows the block diagram of the proposed method. As the
total complexity is determined, the complexity is equally dis-
tributed to each GOP. The complexity distribution to each GOP is
based on (1) and (2). Formula (3) estimates the ratio of complexity
consumption for each frame under a given QP, and the complexity
allocation from a GOP to each of its fours frames is based on (4).
The complexity allocation for each LCU is proportional to its MCC
value, and (5) estimates the ratio of complexity consumption for
Table 3
LCU-depth splitting based on the proposed method.

RaceHorse Vidyo1

QP Correctness QP Correctness

27 0.98 27 0.96
32 0.96 32 0.98
37 0.93 37 0.90
42 0.94 42 0.90

Average 0.95 Average 0.93



Fig. 8. A block diagram for proposed method.

(a) Complexity (b) Bite rate

(c) Y-PSNR

Fig. 9. Performance of Class C_RaceHorses from the first 30 frames under a QP of 32 and 60% of target complexity.
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each LCU. To improve coding efficiency, (6) shows the relation
between average MCC and LCU split ratio. A fast algorithm to
determine the LCU depth split is thus proposed. Similar methods
for complexity allocation and depth split algorithm are applied to
CU Depth 1. Finally, the scheme of complexity compensation is
derived for frame layer or LCU layer, respectively.

In this work, the complexity allocation includes the group of
pictures (GOP) layer, the frame layer, and the CU layer in the HEVC
encoder. Each layer involved uses individual method to distribute
the complexity based on their relative ratios among its sub-
layers. As the target complexity is changed, these relative ratios
for complexity allocation are still preserved. This is the main strat-
egy of the proposed method. The complexity of HEVC encoder can
thus be controlled.
3. Experiment results

The simulations were designed to show the RD performance
with the target complexity set at 80%, 60%, or 40%. Simulation envi-
ronment was the same as listed in Table 1, and four test sequences
were added, Class A_Traffic, Class B_BQTerrace, Class C_Basket-
ballDrill, and Class E_Vidyo3. In practice, for real time complexity
control, the complexity allocation of each GOP can be estimated
by its previous encoded GOPs. However, to accurately evaluate
the system performance, Corrêa et al. did not set up the experi-
ment for real time. The total computational complexity available
for encoding (i.e., 100%) was determined beforehand by encoding
each sequence without imposing any complexity constraint. The
average result was defined as the maximum available complexity



Table 6
Average BD-rate, BD-PSNR, and CCE performance under 40% of target complexity.

BD-Bitrate (%) BD-YPSNR (dB) CCE (%)

Traffic 6.44 �0.236 1.40
Kimono1 0.015 �0.058 2.02
BQTerrace 2.66 �0.071 1.07
Vidyo3 4.25 �0.176 1.10

Average 3.34 �0.135 1.39

Fig. 10. RD performance of the Class C BasketballDrill at 80% and 60% of target
complexity.
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available for encoding a sequence. The target complexity expressed
as percentages of total available complexity was then defined to
evaluate the performance of the proposed method [19].

To evaluate the error between the target complexity and the
actual consumed complexity, the complexity control error (CCE)
was defined as follows:

CCE ð%Þ ¼ ½ðCpro � CTÞ=CT � � 100 ð8Þ

where Cpro is the actual consumed complexity determined using the
proposed method, and CT is the target complexity. The conditions of
the simulation environment are listed in Table 1. Only four QP set-
tings were used: 27, 32, 37, and 42. The constant numbers, t1, t2,
and t3, in (6) were simulated to be 0.01, 1, and 0, respectively.

The first simulation was conducted to test the RD performance.
A test sequence with a QP of 32 (Class C_RaceHorse) was selected
as an example to show the complexity consumption and the RD
performance of each frame. Fig. 9(a)–(c) illustrates the complexity,
Table 4
Average BD-rate, BD-PSNR, and CCE performance under 80% of target complexity.

BD-Bitrate (%) BD-P

Zhang [25] Proposed Zhan

PeopleOnStreet 0.529 �0.277 �0.02
Traffic 1.65 0.84 �0.06
Kimono1 0.005 �0.005 �0.01
BQTerrace 0.733 0.049 �0.01
BasketballDrill 0.709 �0.187 �0.02
RaceHorse 1.906 0.180 �0.06
Vidyo1 0.480 0.267 �0.02
Vidyo3 0.685 0.026 �0.02

Average 0.83 0.111 �0.03

Table 5
Average BD-rate, BD-PSNR, and CCE performance under 60% of target complexity.

BD-Bitrate (%) BD-P

Zhang [25] Proposed Zhan

PeopleOnStreet 5.525 4.195 �0.2
Traffic 4.67 2.54 �0.1
Kimono1 0.015 0.003 �0.0
BQTerrace 1.828 1.024 �0.0
BasketballDrill 5.187 2.977 �0.2
RaceHorse 7.163 4.631 �0.2
Vidyo1 1.248 0.841 �0.0
Vidyo3 2.564 0.800 �0.1

Average 3.52 2.126 �0.1
bit-rate, and Y-PSNR performance for the first 25 frames. The com-
plexity consumption of each frame appeared to have decreased
compared with the original complexity (Fig. 9(a)). The fourth frame
in each GOP still consumed the largest complexity. Fig. 9(b) and (c)
shows that the bit-rate and Y-PSNR performance approximated the
performance of the original sequence for each frame. Because the
fourth frame in each GOP was allocated more bit-rates than the
other three frames, its Y-PSNR performance was closer to the orig-
inal performance compared with the Y-PSNR performance of the
other three frames.

Fig. 10 shows the RD performance for the same test sequence.
The RD performance decreased slightly as the percentage of the
target complexity decreased from 80% to 60%. Tables 4 and 5 list
the Bjøntegaard delta rate (BD-rate), BD-PSNR [29], and CCE for
the target complexities of 80% and 60%. The sequence of Class
B_Kimono showed less deterioration in the BD-rate and BD-PSNR
performance compared with the other sequences. This is because
Class B_Kimono1 is a low-motion sequence; the early termination
in its prediction process (from the limited complexity) did not
affect the performance appreciably. Conversely, the drop in the
BD-rate and BD-PSNR in high-motion sequences, such as Class
A_Traffic and Class C_BasketballDrill, was larger than that of the
other sequences. As the target complexity dropped from 80%, the
BD-rate increased from 0.11%, the BD-PSNR affected little, and
the CCE was approximately 0.42%. However, as the target complex-
ity dropped to 60%, the BD-rate increased from 2.1%, the BD-PSNR
SNR (dB) CCE (%)

g [25] Proposed Zhang [25] Proposed

6 0.014 �0.85 �0.67
3 �0.032 0.54 0.47
9 0.019 0.47 0.43
9 �0.002 0.46 0.40
9 0.007 0.37 0.30
7 0.000 �0.60 �0.44

�0.01 0.40 0.35
9 0.001 0.43 0.36

4 0.00038 0.52 0.42

SNR (dB) CCE (%)

g [25] Proposed Zhang [25] Proposed

58 �0.198 0.54 0.47
73 �0.095 0.64 0.60
58 �0.013 0.56 0.56
49 �0.028 0.58 0.55
02 �0.118 0.30 0.23
59 �0.169 �0.43 �0.36
36 �0.036 0.43 0.39
09 �0.032 0.60 0.57

45 �0.086 0.51 0.43
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increased from 0.086 dB, and CCE was approximately 0.43%.
Finally, the proposed method demonstrated superior BD-rate,
BD-PSNR, and CCE performance to that of the method proposed
in [25], regardless of whether the target complexity dropped from
80% or 60%.

Zhang et. al. propose MCC to estimate CU depth split [25]. In
their proposed method, CUs with higher MCC values are with a
higher chance to be split, but the ratio of CU depth split is deter-
mined by the available complexity. In this work, the parameter
MCC is adopted. The difference between the proposed method
and [25] is that we separated the CU depth split and CU complexity
allocation problems and solved them by two different methods.

Finally, Table 6 lists the BD-bitrate, BD-PSNR, and CCE for the
target complexities of 40%. It shows that the proposed method still
maintains acceptable performance.
4. Conclusion

This study proposes a complexity control method for LDP con-
figuration of HEVC encoder. Complexity was allocated for the
GOP layer, frame layer, and LCU layer to the CU depths. The com-
plexity of the HEVC encoder is effectively controlled by the pro-
posed method of layer-by-layer complexity allocation. In
particular, motion vector estimation information was applied for
CU complexity allocation and depth split determination. Experi-
ment results shows that the proposed method could maintain
acceptable BD-bitrate and BD-PSNR as the complexity reduces to
80%, 60%, or even 40%. Also, the complexity control error was little.
The proposed method improves HEVC coding efficiency and ade-
quacy for video applications in power-constrained devices.
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