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Adaptive Downsampling Video Coding With
Spatially Scalable Rate-Distortion Modeling
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Abstract— Downsampling video coding, whereby downsam-
pled frames are encoded, provides improved perceptual quality
in rate-constrained situations. This method shows consider-
able advantages over other approaches, particularly in wide-
spreading high-definition video formats. This paper provides
a comprehensive analysis of downsampling video coding. The
study proposes a spatially scalable rate-distortion (RD) model,
comprising quantization-distortion and quantization-rate models,
and develops an optimal encoding frame size determination
framework. The proposed method achieves a gain up to 2.3 dB
peak signal-to-noise ratio (PSNR) at 1 Mb/s when compared
with conventional full frame size coding. The RD performance
is close to the optimal scenario, in which the ideal frame size
is obtained by heuristically performing downsampling coding in
various allowable sizes.

Index Terms— Downsampling, H.264, high definition (HD),
rate distortion (RD) modeling, spatially scalable.

I. INTRODUCTION

W ITH advances in mobile communication and smart
devices, the importance of high-definition (HD) video

coding technology for the ever-growing use of wireless
multimedia applications cannot be overemphasized. However,
the available network bandwidth is not always adequate to
stream such high-resolution video. In such circumstances,
compression or transcoding with lower spatial resolution yields
improved performance than coding with the original full-size
video, because more bits are reserved per discrete cosine trans-
form (DCT) coefficient [1]–[3]. Adaptive coding approaches
that take advantage of spatial reduction can be classified into
three categories: downsampling as mode selection, resolution
transcoding, and downsampling as preprocessing.

In the case of downsampling as mode selection, a block scal-
ing ratio is introduced as an encoding option and is integrated
into the mode decision process. Nguyen et al. [4] proposed an
adaptive downsampling mode decision process in the encoder.
The modes that included various downsampling directions and
block size ratios could be determined by analyzing residual
block contents. To downsample the original block instead
of the residual block, Choi et al. [5] proposed coding with
various block size ratios with an adaptive motion vector (MV)
prediction scheme. These methods enhance rate-distortion
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(RD) performance while sacrificing syntax conformation with
video coding standards [6]. The modified bitstream cannot be
successfully decoded by most off-the-shelf decoders.

The second category of frame size adaptation is resolution
transcoding. In this approach, appropriate frame sizes as well
as quantization parameters (QPs) for transcoding are selected
to satisfy the bitrate constraint. In the method proposed by
Shu and Chau [7], the bitrate of various resolution settings
was estimated and the largest resolution satisfying the bitrate
constraint to be encoded was selected. Yin et al. [8] modeled
the impact of requantization, frame skipping, and spatial down-
sampling on RD in video transcoding. In the work proposed by
Fling and Ro [9] and Jung et al. [10], the optimal combination
of frame rate, size, and QP, based on RD models under the
current constraints, was selected. However, these transcoding
methods rely on full access of model parameters from the
original encoded streams, which is not always the case. For
example, in the situation of encoding raw frames in video
recorder devices, the precoded information is not available.

The downsampling coding (DSC) approach preferred in
this paper falls in the downsampling as the preprocessing
category. In this approach, the original video frames are
first downsampled and then encoded by a standard video
codec. At the decoder side, the video sequence is decoded
and then upsampled to the original resolution for displaying.
The super-resolution technique of enhancing the quality of
upsampled frames in the DSC decoder has been extensively
studied. If a fixed downsampling ratio during encoding is
known, the perceptual quality after super-resolution-assisted
decoding can be improved by sending super-resolution-related
side information [11] or by performing example-based train-
ing [12]. This paper holds that to achieve optimal performance,
the downsampling ratio at the encoder has to be adaptively
determined as well; dealing solely with the upsampling process
might not achieve the optimum playback quality.

It has been empirically shown that, given the target bitrate,
a corresponding frame size for the best encoded video quality
exists [2], [3]. However, no automatic frame size determination
scheme has been proposed. For still images, optimization of
the downsampling ratio for JPEG image compression has been
extensively studied [1]. However, the results cannot be directly
applied to video coding, because the RD property of video
coding is different from that of image coding. For video,
Lee et al. [13] determined the frame size by maximizing
the ratio between quality and computational complexity cost,
while the RD model is empirically obtained with many para-
meters generated after the encoding stage. Rhee et al. [6]
heuristically estimated the frame size based on the PSNR of
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Fig. 1. Downsampling coding scheme. Original frames are downsampled
before encoding and then upsampled to the original size for playback.

previously encoded frames on the frame size-distortion curve.
However, if the frame size is estimated without RD modeling,
the optimal frame size might not be obtained accordingly.

Empirical results in literatures show the existence of a
sequence-dependent optimal scaling ratio that achieves the
maximal quality for a given rate. It is a proper trade-off
between encoding coding distortion and artifact from down-
sampling. This paper is motivated to investigate the impact of
each component in DSC and develop a system to automatically
find the optimal scaling ratio.

This paper proposes an adaptive DSC framework, with a
comprehensive analysis of the spatially scalable RD model.
The scalable RD of hybrid video coders was approximated
by coupling downsampling distortion, quantization-distortion
(QD), and quantization-rate (QR) models. A distortion-
minimizing frame size searching scheme was also developed
to determine the best encoding frame size for a given bitrate
constraint. First, the distortion of the DSC was decomposed
into two components, a downsampling component and a
coding distortion component. The spatial scalability of each
component was then analyzed to formulate the final RD
model. The entire process depends solely on preencoding
information, and is real-time implementable. As a result, the
RD performance is superior to that of conventional full frame
size or fixed downsampling ratio coding, and is close to the
optimal scenario, in which the frame size is obtained by
heuristically performing DSC in various allowable sizes.

The system architecture and analysis are described in
Section II. The spatially scalable downsampling and coding
distortion models are proposed in Section III. In Section IV,
the adaptive frame size determination is addressed. Finally,
the results and conclusion are presented in Sections V and VI,
respectively.

II. ARCHITECTURE ANALYSIS OF THE

DOWNSAMPLING CODING SYSTEM

The architecture of DSC is presented in Fig. 1. The original
frame X was first downsampled to X’ according to a scaling
ratio s and then encoded with a QP that met the channel
bitrate constraint R. At the decoder end, the video stream was
decoded to Y’ and then upsampled to Y in the original frame
size. On the basis of the overall architecture, major enablers
including distortion decomposition and the target problem of
optimal frame size determination are introduced in this section.

In this paper, the terms size and rate simply refer to the
encoding frame size and bitrate.

A. Distortion Decomposition

To model the distortion with spatial scalability, the overall
distortion was decomposed into a downsampling component
and a coding component. Both components are dependent on a
size parameter, which is the key to spatially scalable modeling.
If X and Y are denoted as the input and output blocks of
a DSC system in the size of M by M pels, then Y can be
represented as

Y = U
(
DXDT + δc

)
U T (1)

where D(·)DT is the downsampling operation that shrinks
the block from M by M to N by N ; T denotes the matrix
transpose; U(·)U T is the upsampling operation that expands
the block back to M by M; and δc represents the coding error
with size N by N .

The difference δ between the input and the output of a DSC
system can be derived from (1) as

δ = X − Y

= (
X − U

(
DXDT )

U T ) − UδcU T

� δd − UδcU T . (2)

Equation (2) shows that δ can be decomposed into a down-
sampling error term δd and a coding error term UδcU T . The
former is the difference between an original block and a
block that has been through the downsampling and upsampling
processes. The latter is the upsampled coding error of a
downsampled block.

The average distortion of the DSC is defined as the mean
square error (MSE) between the input and output frames
of the DSC. By regarding input block X as a random process,
the average distortion of one frame will be the expectation of
the block distortion. Hence

� f = E
∥
∥δd − UδcU T

∥
∥2

(3)

where the norm operation ‖.‖2 is defined as the mean of
square for matrix elements. Because the inter-frame coding
mode is usually chosen for general video sources, δc depends
mainly on the inter-frame correlation. On the other hand, δd

depends mainly on the variation of adjacent pels in a frame,
representing intraframe correlation. It is thus assumed that
δc and δd are uncorrelated. The actual correlation in video
sequences is negligible, which will be shown in Section IV.
Moreover, the upsampling procedure does not affect the mean
of squares, i.e., the mean of squares for UδcU T is identical
to that of δc. The frame distortion becomes

� f = E ‖δd‖2 + E ‖δc‖2

� �d + �c (4)

where �d and �c represent downsampling and coding distor-
tion, respectively.
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B. Optimal Encoding Frame Size

Based on the decomposed frame distortion in (4), each
component can be modeled as a function of frame size and the
QP. In particular, the downsampling distortion �d depends on
the scaling ratio s = N /M and the characteristics of the current
frame. The coding distortion �c and the rate generated from
the encoder depend on the scaling ratio, the characteristics of
successive frames, and the QP. Therefore, the optimal frame
size for minimizing the distortion can be obtained from the
spatially scalable distortion and rate models.

Intuitively, for a given rate constraint and playback frame
size, the downsampling distortion increases as the resolution
decreases, whereas the coding distortion decreases with res-
olution shrinking because of the increasing rate per pel. The
total distortion can be obtained by summing up the two parts of
the distortions. Thus, an optimal scaling ratio can be obtained,
which minimizes the overall distortion subject to the channel
rate constraint Rc

min
s,Q P

� f = �d(s) + �c(s, Q P)

s.t. R(s, Q P) ≤ Rc. (5)

III. SPATIALLY SCALABLE RATE-DISTORTION MODEL

This section explores the impact of spatial scalability on RD
modeling, taking into account the advantages of the previously
mentioned distortion decomposition model. Scalable versions
of the downsampling, QD, and QR models are proposed to
complete the spatially scalable RD model.

A. Downsampling Distortion Modeling

The downsampling distortion was modeled in the transform
domain for effective scaling over various downsampling ratios.
This approach approximates the resizing results from com-
monly used bicubic methods. The downsampling distortion
�d for each size can be derived from the full-size transform
coefficients instead of repeatedly performing expensive resiz-
ing processes in the spatial domain.

As mentioned, downsampling distortion is defined as the
MSE between the original full-size block and the upsampled
smaller block

�d = E
∥
∥(

X − UDXDT U T )∥∥2
. (6)

By the Parseval energy theorem, the average energy in the
spatial domain is equal to that in the transform domain; hence

�d = E
∥
∥C

(
X − UDXDT U T )

CT
∥
∥2 (7)

where C represents the DCT transform matrix. The resizing
approach is then used in the transform domain [14]. For
downsampling, the smaller block can be constructed from
the lower frequency coefficients of the original size. The
downsampling operator D can be expressed as

D =
√

N

M
C B

(N x N) F(N x M)C(Mx M) (8)

where C and C B are the forward and backward DCT transform
matrices, respectively. Matrix F cuts the coefficients off after

Fig. 2. Coding distortion and rate modeling. (a) In-loop model for rate
control. (b) Out-loop estimation.

the index N . The average luminance is normalized by the
ratio

√
N/M . For upsampling, zeros must be padded in the

higher bands, and then a blurred block in the original size by
backward transform with size M is obtained

U =
√

M

N
C B

(Mx M) P(Mx N)C(N x N) (9)

where P pads M-N zeros to fill the size back to M .
Substituting (8) and (9) into (7) yields

�d = E
∥
∥CXCT − PFCXCT FT PT

∥
∥2

. (10)

The distortions for various sizes can thus be estimated from
full-size transform coefficients. Downsampling distortion is the
square of the sum of the coefficients in the truncated band.
The downsampling distortion increases as the scaling ratio
s decreases. Moreover, a video that has rich power in high-
frequency bands suffers from large downsampling distortion.

B. Coding Distortion Modeling

This section investigates the dependency of frame size on
coding distortion and rate. In general, for the same contents,
a shrunken video frame has less macroblock (MB) to be
encoded, but the coding performance for each MB is dimin-
ished by a denser texture. In this paper, the size-dependent
block distortion and rate were specifically modeled, so that
the spatially scalable average distortion and total rate of a
frame or a group of pictures (GOP) could be obtained.

Since the frame size has to be determined before entering
the encoding loop, the RD estimation has to be performed
out of the loop as well. An encoding loop begins with
predetermined parameters including the frame size, so it
requires repeating full encoding for many times to obtain RD
performance across interested frame sizes. Therefore, our out-
loop proposal, which estimates RD before actual encoding,
is the key component to make the preprocessing possible.
Fig. 2 shows the proposed out-loop approach. The QD and
QR models for in-loop rate control take residual variance



1960 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 24, NO. 11, NOVEMBER 2014

and QP as inputs to generate estimated distortion and rate.
Unfortunately, in the out-loop model, residual frames are not
available yet. This paper obtains the required residual variance
from the displacement difference and the previous coding
distortion. Therefore, the modeling leads to another decompo-
sition of the residual into the displacement difference and the
coding distortion of previous frames. Finally, a key model of
displacement difference for various scaling ratios is proposed.
With size-scalable displacement difference modeling and out-
loop QD and QR models, the spatially scalable out-loop QD
and QR model for DSC is thus obtained.

Note that this paper proposes to practically keep the same
resolution within a GOP as described in Section IV. By having
the frame pair used for distortion analysis coming from the
same GOP, the RD estimation becomes achievable. In the case
of different resolutions between the current and the reference
frames, the analysis of RD estimation becomes complicated.

1) General QD and QR Models: Almost all existing QD
and QR modeling methods are performed in the transform
domain because the transform coefficients for various video
contents have similar distributions and the quantization in the
codec is also operated in the transform domain. If the residual
coefficient is assumed to be a random variable with a specific
distribution, such as Laplacian [15] or Cauchy [16], the
distortion can be modeled based on the variance of distribution
and quantization stepsize q .

If it is assumed that the residual coefficients follow a
Laplacian distribution, the probability density function (pdf)
of the residual random variable is

p(y) = 1√
2σy

e−√
2·|y|/σy (11)

where σy is the standard deviation. Based on the quantization
and reconstruction procedures in H.264/AVC [17], a closed
form of the quantization distortion in MSE can be derived as
follows [18]:

f (σ 2
y , q) = σ 2

y − ((1 − 2α)q + √
2σy) · q · e−√

2(1−α)q/σy

1 − e−√
2q/σy

(12)

where α is the length of the dead zone. According to the joint
model (JM) reference software of H.264/AVC [19], α equals
1/3 for I-frames and 1/6 for P-frames and B-frames.

The entropy of the quantized residual coefficients can be
obtained based on the pdf assumption. The entropy can also
be applied to approximate the rate per pel statistically [20]
and simplified to [21]

H (σ 2, q) = −p0 log p0 − (1 − p0) log
c

p
− 2c log p

(1 − p)2 (13)

where

p = exp

(
−

√
2q

σ

)

p0 = 1 − exp

(
− 2

√
2 · q · α

σ

)√
p

c = 1

2
exp

(
− 2

√
2 · q · α
σ

)√
p(1 − p).

In addition to the residual coefficients, the side information
Rside (that includes the header, the MVs, and the coding
modes), has to be encoded and transmitted within the bitstream
and counted toward the overall bitrate. According to empirical
observation, the rate per pel of side information can be
approximately set as a constant, while the impact on the frame
size selection is relatively low.

2) Residual Decomposition and Out-Loop Estimation: The
residual can be decomposed into the displacement difference
and the coding error, to reflect the distortion that corresponds
to the video characteristics and the quantization, respec-
tively [22]. The QD/QR estimation framework is built on this
decomposition of the residual, to estimate the video quality
before actual encoding in DSC.

For inter-frame prediction, a residual block rk in the kth
frame represents the difference between the current block
Xk and the predicted block Z X̂k−1 Z T , which is a motion-
compensated block in the previous reconstructed frame X̂k−1.
Taking Z Xk−1 Z T , a motion-compensated block in the previ-
ous original frame, into the equation, the residual becomes

rk = Xk − Z X̂k−1 Z T

= (Xk − Z Xk−1 Z T ) + Z
(

Xk−1 − X̂k−1

)
Z T

� γ + Zδc,k−1 MT (14)

where γ is the displacement difference and δc,k−1 is the
block coding error of the previous frame. It can thus be
seen that the residual block is a performance mix of the
current motion compensation and the encoding of the previous
frame. By regarding a video sequence as a temporal stationary
process, the variance of the residual becomes independent of
the frame index k, and can be expressed as

σ 2
r = σ 2

γ + �c + 2ρ
√

σ 2
γ

√
�c (15)

where σ 2
γ and �c are the variances of γ and Mδc, respectively.

Because the displacement difference γ can be obtained from
a premotion estimation (ME), σ 2

γ can be calculated before
the encoding procedures that include the prediction with rate-
distortion optimization (RDO), transform, and quantization
procedures. Finally, (15) is incorporated into (12) and (13),
with the rate of side information included, to obtain

�c = f
(
σ 2

γ + �c + 2ρ
√

σ 2
γ

√
�c, q

)
(16)

R = (
H

(
σ 2

γ + �c + 2ρ
√

σ 2
γ

√
�c, q

) + Rside
)
Npel,full × s2

(17)

where Npel,full is the number of pels in a full size frame. Dis-
tortion and rate functions are then built, which can be evaluated
by taking the sequence-dependent σ 2

γ and the quantization
stepsize q as arguments. The coding distortion, which can be
resolved by a root searching approach, is both the input and
the output in (16).

3) Spatially Scalable Displacement Difference: Given the
above out-loop RD model, the displacement difference is
a function of the scaling ratio, i.e., the ME process must
be performed when the scaling ratio is changed. Therefore,
spatial scalability modeling for displacement difference is
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highly desirable for enabling DSC applications, because the
computational complexity can be greatly reduced. Generally,
smaller frames have larger residual variation, which results in
higher levels of distortion and higher rates per pel on average
under the same QP [9]. In particular, the variance of γ is
higher for downsampled frames because of the degraded ME
performance. In addition to the original prediction errors in
larger frames, downsampled frames suffer extra errors because
of the relatively lower sampling resolution of the same objects.
As a result, this paper proposes a scalable displacement
difference model as follows.

A block Xk in a current original frame k can be represented
as a shifted version of block Xk−1 in a previous original frame
k − 1 plus the prediction error ε

Xk = Sv Xk−1 ST
h + ε (18)

where Sv and Sh represent the vertical and horizontal shifts
of corresponding blocks between two frames in full size reso-
lution. Also, in the encoding process, motion compensation
Z with sub-pel accuracy can be treated as a cascade of
interpolation, integer shift, and sub-sampling [23], which is

Z = DS
′
U (19)

where S′ represents the estimated shift in the encoder; D
and U are downsampling and upsampling matrices defined
in Section II. The displacement difference γ for a specific
downsampling ratio is represented as

γ = DXk DT − Z
(
DXk−1 DT )

Z T . (20)

Substituting (18) and (19) into (20), and assuming that the
estimated shifts from the downsampled frames and the full
frames are equal [23], i.e., S′ = S, yields

γ = D
(
Sv

(
Xk−1 − U DXk−1 DT U T )

ST
h + ε

)
DT. (21)

It is evident that the first major component (Xk−1−
UDXk−1 DT U T ) is solely caused by down-then-up sampling.
Considering the ME process in smaller frames, the MVs can be
divided into two classes: either point-to-integer pels or point-
to-interpolated pels. No interpolation error exists for MVs
point-to-integer pels. However, for MVs point-to-interpolated
pels, extra interpolation error exists and needs to be added to
the displacement difference.

The proposed spatially scalable displacement difference
model is thus represented as (22). When the MV for a smaller
frame is an integer, that is, sampling on the same pels of an
object in two frames, the displacement difference only results
from ε. When motion for a smaller frame is at a sub-pel level,
the impact of downsampling should be considered

σ 2
γ =

⎧
⎪⎨

⎪⎩

E
∥
∥X − UDXDT U T

∥
∥2+E ‖ε‖2 ,

mod(MVv,full, 1/s) �= 0 or mod (MVh,full, 1/s) �=0

E ‖ε‖2 , else.
(22)

Because the downsampling distortion term decreases as
the sampling rate decreases, (22) can reflect the variation of
the displacement difference. By substituting (22) into (16)
and (17), the spatial scalability is enabled. The following

Fig. 3. Proposed estimation procedure for the RD at each size.

section shows the RD prediction by integrating these spatially
scalable models in more detail.

IV. ADAPTIVE FRAME SIZE DETERMINATION ALGORITHM

A. Overall Framework

The optimal encoding frame size was determined to min-
imize the distortion at a given rate, based on the spatially
scalable RD model. The estimation procedure for the scalable
RD model is illustrated in Fig. 3. With a particular scaling
ratio s, the corresponding downsampling distortion �d was
calculated from the coefficients of a full-size frame, where
a texture filter Ft represents the cutoff procedure of the
frequency band in (10). The coding distortion �c and the rate
Rwere obtained from the out-loop RD model with the spa-
tially scalable displacement difference model as proposed in
Section III-B. The displacement differenceγ for each size
consists of the imperfect prediction ε and the MV-dependent
interpolation error, where a motion filter Fm represents the
motion condition in (22). The operations were performed
before the summations for each block. After all blocks were
complete, the variance of each component in a frame was
obtained, and then fed into the QD and QR models.

To provide an accurate displacement difference, a simplified
ME and forward block-based transform was used to obtain the
prediction error ε in the transform domain between two suc-
cessive original frames. Furthermore, size-dependent operators
were all located after the ME and transform procedures; that
is, the ME and transform were performed only once in the
original full frame size. With no need to perform complicated
calculations for each feasible size, it was possible to evaluate
the overall distortion repeatedly in real time.

For preME, UMHexagon fast ME from the H.264 reference
software JM12.4 is applied. The search points are subsampled
by hexagon masks with various scales. The maximal search
range is restricted within ±128 pels. Moreover, the partition
size is set to 8 × 8 for the block-based ME. For the transform,
frames are divided into 8 × 8 pel blocks; then the 2-D type-II
DCT transform is applied on each block.

By feeding the estimated rate R, two distortions for
each size, and QP into the object function (5), the optimal
(s, QP) combination was obtained by searching in all feasible
combinations. Specifically, downsampling distortion �d for
each size in the objective function (5) is obtained by the
spatially scalable downsampling distortion model (10). For the
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TABLE I

CORRELATIONS BETWEEN DOWNSAMPLING AND CODING ERROR

IN VARIOUS QPS AND SCALING RATIOS

TABLE II

CORRELATIONS BETWEEN DISPLACEMENT DIFFERENCE AND

CODING ERROR IN VARIOUS FREQUENCY POSITIONS

coding distortion �c and rate R in the objective function (5),
the out-loop QD function (16) and the QR function (17) are
applied, where the displacement difference σ 2

γ for each size
is obtained by the spatially scalable displacement difference
model (22).

B. Practical Approach and Parameter Selection

Practical issues, such as the update period and the parameter
setting that enables the proposed adaptive downsampling algo-
rithm to be performed on the existing video coding standards,
need to be addressed. Taking compatibility with video coding
standards and time efficiency into account, this paper proposes
performing the downsampling in a GOP base. That is, the size
is updated and kept fixed within a GOP (although the size
could be different between two GOPs). In addition, the first
two frames in the GOP are employed for estimation to reduce
the computational overhead.

In the proposed framework, correlations between compo-
nents cause approximation errors in the decomposition steps.
Firstly, the correlation between downsampling and coding
distortions was negligible, as shown empirically in Table I.
The values were no larger than 0.071 across seven sequences in
various scaling ratios and QPs. The correlations were obtained
by heuristically coding results in various sizes. Exactly the
same test settings and sequences listed in Table III are used
to generate data in Tables I and II.

In contrast, the correlation between γ and δc cannot
be ignored because both terms synchronously depend on
inter-frame similarity. However, the variation among various

TABLE III

ENCODING CONFIGURATION IN VIDEO CODEC JM12.4

sequences was not significant; the average difference among
all testing sequences was 0.0635. The correlation for each
frequency component was preset as shown in Table II, inde-
pendent of QP and sequence. The set of values was obtained
from the actual coding on pedestrian area in QP 28, which
has minimal distance to the average of all test sequences.
Due to the nature of transform and the fact that displace-
ment difference and coding error are high-frequency signals,
the correlation coefficients increase for the higher-frequency
components. Correlation for DC also approaches zero as the
analysis shown in [22]. The coefficient set has periodicity in
both horizontal and vertical directions with intervals of 4 due
to 4 × 4 transform in H.264 coding.

Moreover, the quasi-Newton method [24] was used for the
implicit form of (16) to find the coding distortion. As discussed
in Section III-B, the side information overhead was set as a
constant, and the rate per pel for side information was set at
0.04, according to the average results obtained in real coding.

V. EXPERIMENTAL RESULTS

The performance of the proposed spatially scalable RD
model and adaptive DSC is demonstrated in this section.
The proposed algorithm was implemented with H.264/AVC,
and the performance on sample HD video sequences was
assessed [25]. Our experiments used several self-coherent
sequences with various properties to test the schemes over
different contents. Real-time encoding scenarios with band-
width variations, such as video conferencing and live video
transmission, were the target situations; hence the low delay
structure IPPP was selected. Both the RDO and the fast
motion search algorithm UMHexagons were used, as listed
in Table III.

The bicubic scheme was adapted for arbitrary frame size
scaling. Given a scaling ratio, the interpolated position and
the output pixel value were obtained by applying a 4 × 4 tap
filter on neighboring pels. When reducing the size of an image,
a sinc-like antialiasing filter corresponding to the scaling ratio
was applied to limit the impact of aliasing on the downsampled
image. The basis size M for transform and operation was
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Fig. 4. Downsampling distortions for four sample sequences in DCT and
bicubic methods, respectively.

set to 8, which provided the multiple scaling ratios commonly
used at present. The available scaling ratios s were 2/8, 3/8,
. . ., 7/8, and 1. In Sections V-A and V-B, the downsampling
distortion, and coding QD and QR models are sequentially
evaluated, and the overall RD performance of the proposed
system is then shown.

A. Downsampling Distortion

In this section, the downsampling distortion in the test HD
sequences is first shown and then compared with the adopted
DCT domain modeling with the bicubic method used in gen-
eral frame scaling. The downsampling distortions for various
resolution ratios s2, which is square of scaling ratio s, are
shown in Fig. 4 and Table IV. Beginning with zero distortion
at the full frame size (resolution ratio = 1), the downsampling
MSE distortion increased as frame size decreased. In addition,
the sequences with more power in the high spatial frequency
bands had a higher level of distortion. For example, tractor,
which contained a large grass area, suffered more distortion
than the smoother pedestrian area. This result is in keeping
with the analysis in Sections II and III.

The difference between the results from the bicubic and the
DCT resizing methods is small, in the range from s2 = (1/2)2

to (3/4)2. The Pearson correlation (PC) of the downsampling
distortion between the DCT and bicubic methods when s2 was
in the range from (3/8)2 to (3/4)2 for all testing sequences was
as high as 0.96. In applications that need to estimate distortions
of various frame sizes, the reusability of transformation in the
DCT approach enables low-complexity scalable modeling.

B. Spatially Scalable QD and QR Modeling

This section shows that the modeled rate and distortion
behavior matches the actual encoder-generated cases for each
QP and size. Fig. 5 shows the estimated and actual PSNR
versus QP for each scaling ratio. Two sequences, tractor and
rush hour, were selected as a combination to demonstrate
outcomes from both high (31.66 dB at 2 Mb/s) and low
(37.5 dB at 2 Mb/s) RD cost scenarios. The distortion at
smaller sizes is higher than that for larger sizes at the same
QP because more variations in displacement difference exist

Fig. 5. Estimated and actual coding distortions against quantization
parameter (QP). (a) Tractor (high RD cost). (b) Rush hour (low RD cost).

TABLE IV

DOWNSAMPLING DISTORTION RANGE AND THE DIFFERENCE BETWEEN

DCT AND BICUBIC APPROACH FOR ALL TEST SEQUENCES

at small sizes, as shown in Section III. The PCs between
the modeled and the actual case are shown in Table V. For
pedestrian area with a medium RD cost, the PC was 0.932 and
the mean of the absolute difference (MAD) was 0.756. The
QD estimation error between the estimate values and those
generated by the encoder derived mostly from the distribution
assumption, the out-loop estimation, and the pretraining fixed
set of correlation values.

In terms of the spatially scalable QR model, the estimated
and actual encoder output rates per pel for each size are
shown in Fig. 6. The rate-size behavior was similar to the
distortion-size analysis because both the rate and the distortion
were estimated from the variation of the same residual signal.
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TABLE V

PEARSON CORRELATIONS AND MADS BETWEEN THE PROPOSED MODEL

AND THE ACTUAL RD IN VARIOUS SEQUENCES

Fig. 6. Estimated and actual coding rates against quantization parameter.
(a) Tractor (high RD cost). (b) Rush hour (low RD cost).

Smaller sizes yielded higher rates per pel, and the gap was
obvious for small QP. Therefore, the behavior of the spatially
scalable rate model can be obtained by the proposed method.
The correlations and the MAD for the QR model are shown
in Table V.

This paper also investigated the estimation error between
the estimated and the actual results. In additional to the
approximation error of the out-loop estimation, the estimation
error for rate also came from the simplification of both the
color component and the dependent coding [20]. However,
the impact on the total rate of these components was not
significant, because the luminance coefficient dominated the

Fig. 7. Determined combination of resolution and QP for sunflower and
tractor.

Fig. 8. Determined scaling ratio at each rate for five sample sequences.

total rate. The estimation error was limited to the range
between QP = 22 and QP = 36, which is the commonly used
QP range. The related rate and distortion variation of each size
was sufficient to estimate the suitable frame size.

C. RD Performance With Adaptive Frame Size

The combination of QP and frame size selected by our
scheme is shown in Fig. 7. It shows the path from the high
bitrate with large size and small QP to the low bitrate with
smaller frame and coarse QP. In addition to QP, the size is
another parameter to control the rate. Both parameters can be
used together to preserve quality for a reduced rate, consid-
ering that the content variation is helpful to understand the
QP/size combination. As the rate decreases, sunflower prefers
the coding with smaller size while maintaining QP since
low downsampling distortion exists in the smooth contents.
In contrast, tractor prefers the coding with lower QP while
maintaining the size because of high downsampling distortion
in the complicated structure in contents.

Fig. 8 shows the determined scaling ratio under various rate
constraints. The scaling ratio was switched according to the
available rate. In particular, the optimal size was decreased
when the available rate was decreased, and the correct trade-
offs between downsampling distortion and coding distortion
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Fig. 9. Rate-distortion performance of the proposed method, conventional
full frame size, and optimal case. (a) Tractor (high RD cost). (b) Rush hour
(low RD cost).

can be observed. Besides, in a longer video, scene changes
with different RD properties happen all the time, so a sequence
level determination may not fit all the scenes. If each testing
sequence is considered as a scene, then Fig. 8 shows the case
of different resulting scaling ratios along the time.

Fig. 9 compares the RD performance among the vari-
ous methods: the proposed adaptive ratio method, the con-
ventional coding method, downsampling with a fixed ratio
(s = 1/2), and the optimal scenario. The conventional cod-
ing only adjusted the QP while maintaining the full frame
size for encoding. The optimal frame size was obtained
by exhaustively testing all available scaling ratios and QPs
used in experiments. A combination of QP and scaling ratio
with the highest PSNR subject to a rate constraint was
selected.

It can be observed that the performance of the proposed
adaptive DSC was comparable to the optimal scaling ratio.
The conventional coding method performed poorly when the
available rate was low, because too few bits per pel were
available to reconstruct the frame well. DSC with a fixed
ratio performed better at lower rates but suffered from serious
downsampling distortion at higher rates.

The PSNRs’ comparison along the time axis at different
rates for two sequences is shown in Fig. 10. It can be observed
that the proposed method consistently outperforms the fixed

Fig. 10. PSNR comparison along time for various contents and bitrates.
(a) Tractor. (b) Pedestrian area.

ratio and conventional methods along the time axis because
of the content-adaptive scheme. Besides, the PSNR of fixed
s = 1/2 becomes inconsistent with others at a high rate.
It is because the downsampling distortion dominates in this
situation.

Table VI shows the RD performance of all the test sequences
in the various ranges of rates supported in present networks.
It can be observed that the proposed method is effective for
sequences with various texture and motion characteristics,
such as the high-rate tractor and the low-rate station. On aver-
age, the proposed method achieved a 2.3-dB PSNR gain in
the insufficient to medium rate (1 Mb/s), and a 1.72-dB gain
over the fixed ratio method in the high-rate range (16 Mb/s).
The proposed method always approaches the optimal scenario
with a negligible PSNR drop.

When comparing to s = 1/2 at challenging lower rates, the
adaptive nature leads us to advantages. Since the RD property
is rather diverse across videos, the corresponding optimal
encoding frame size is dynamic as well. By quick model-
based assessment of couple frames, the suitable encoding sizes
can be found. Therefore, it obtains improvements of 1.87 and
0.54 dB for riverbed and rush hour over s = 1/2 downsampling
approach at a low rate of 1 Mb/s. The gain of 0.44 and 0.43 dB
on average at 1 and 2 Mb/s over fixed downsampling is also
quite positive.
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TABLE VI

AVERAGE PSNR IMPROVEMENTS OF THE PROPOSED METHOD AT

VARIOUS RATES (Mb/s) COMPARED WITH DIFFERENT METHODS

TABLE VII

ACCURACY COMPARISON OF THE PROPOSED AND RHEE’S METHODS

At a high rate of 16 Mb/s, the optimal frame size was the
full size for blue sky. Although the decision of the proposed
method was also close to the full size, the estimation error
sometimes resulted in decrease in performance. Favorably,
the 0.4-dB PSNR loss at high 42.62-dB PSNR was almost
imperceptible to the human eye.

The accuracy of the proposed method is compared with the
approach proposed by Rhee et al. [6], as shown in Table VII.

Fig. 11. Output sample of full HD sequence (1920 × 1080) station under the
rate constraint 0.8 Mb/s. Only the up-right corner (960×540) of the frame is
shown. (a) Adaptive downsampling. (b) Conventional full frame size coding.

Rhee’s work heuristically estimated the frame size based on
the PSNR of previously encoded frames to construct the frame
size-distortion curve. It gradually changed the frame size GOP
by GOP to reach the best size. The same experimental settings
in the paper were used for comparisons: two full HD sequences
life and speed bag; GOP size 30; and 150 frames. It can be
observed that the proposed method performs closer to the
optimal case than the related work does due to the direct
model-based size decision. Moreover, the encoding frame size
is expected to change more frequently using Rhee’s method,
which may result in more visual artifact.

Fig. 11 shows the output sample using the proposed
and conventional coding under a rate constraint for station.
Conventional coding results in an obvious blocking effect
because of the block-based transform with a high QP. The
frame reconstructed with DSC is smoother, that is, more
comfortable to human vision.

The artifact introduced by the proposed adaptation is
another issue. According to our observation, some strange
artifacts can only be noticed when large scaling ratio vari-
ation happens during playback of coherent video contents.
Favorably, the determined scaling ratio across coherent con-
tents at a fixed data rate is relatively stable using our method.
A large scaling ratio change mostly comes with content
change, so the scaling artifact is less noticeable. Therefore,
appropriately adjusting the coding frame size can still provide
a satisfactory experience.

D. Computational Complexity

The encoding frame size searching process introduces rel-
atively little extra complexity, while still achieving target
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TABLE VIII

COMPUTATIONAL OVERHEAD FOR SIZE DECISION AND TOTAL ENCODING

TIME OF THE PROPOSED METHOD. THE VALUE IS RELATIVE TO

CONVENTIONAL FULL FRAME SIZE CODING

results. Regarding the frequency of size changing, this paper
suggests keeping the size fixed within a GOP, and so only
the first two frames in the GOP are employed for estimation.
Besides, owing to the spatially scalable model, the size deter-
mination preprocessing only needs to perform computationally
heavy steps, such as ME and transform, once on the full-
size frame. Moreover, if the ME results are reused for the
first P frame coding after the size has been determined for
speedup [26], the overall computation overhead can be further
reduced.

Finally, because of processing in smaller frames, the overall
encoding and decoding complexity benefits from DSC as
well. Therefore, DSC is especially suitable for bandwidth- and
computation-limited mobile scenarios.

Table VIII shows preprocessing overhead and encoding
time relative to full frame size coding. A personal computer
with i7 processer, 8 GB memory, and Windows 7 was used.
It can be observed that the time overhead for frame size
estimation is very limited compared with the conventional
coding procedure. The overall time saving ratio depends on
the rate and the contents. From Table VIII, the encoding
time can be significantly saved because of small frame sizes.
Note that the complexity of downsampling and upsampling
is not shown because it is relatively simple, and moreover,
downsampling and upsampling can be implemented in GPU,
which can accelerate the process significantly.

The computational requirement for the optimum scheme is
shown. The optimal size is determined by actual RD data
that are only obtained after encoding all allowable frame
sizes. The computational time is thus significantly higher than
conventional full frame size coding. The relative complexity to
full size coding of the optimal scheme is 254% if the available
scaling ratio equals 2/8, 3/8, . . ., 8/8.

VI. CONCLUSION

In this paper, downsampling video coding was comprehen-
sively explored. Spatially scalable downsampling distortion
and coding distortion versus rates were modeled in the trans-
form domain. Moreover, an effective size decision procedure
was proposed under the DSC framework. The results show
that the RD variation for each frame size can be closely

approximated. The adaptive DSC provided a 2.3-dB PSNR
improvement over the conventional full-size coding method at
1 Mb/s, and was close to the performance of the ideal scaling
ratio.

In future research, the standard codec could be replaced by
HEVC [27], and the RD analysis for high efficiency video cod-
ing (HEVC) may be different from H.264. Also, the spatially
scalable RD model could be applied to resolution transcoding.
This would provide improved performance, because more
accurate parameters, such as MV and residual variance, could
be obtained directly from the received bitstream. Moreover,
the analysis framework proposed in this paper could also be
applied in the field of optimal frame rate selection [28].
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