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On Verifying the First-Order Markovian
Assumption for a Rayleigh Fading Channel Model

Hong Shen Wang, Member, IEEE, and Pao-Chi Chang, Member, IEEE

Abstract— The use of received signal-to-noise ratio (SNR) as
the side information in communication systems has been widely
accepted especially when the channel quality is time varying. On
many occasions, this side information is treated as the received
SNR of the current channel symbol or that of previous symbols.
In particular, the first-order Markov channel provides a math-
ematically tractable model for time-varying channels and uses
only the received SNR of the symbol immediately preceding the
current one. With the first-order Markovian assumption, given
the information of the symbol immediately preceding the current
one, any other previous symbol should be independent of the
current one. Although the experimental measurements confirm
the usefulness of the first-order Markovian assumption, one may
argue that second or higher-order Markov processes should
provide a more accurate model. In this paper, we answer this
question by showing that given the information corresponding to
the previous symbol, the amount of uncertainty remaining in the
current symbol should be negligible.

I. INTRODUCTION

N many communication systems, the noisy channel may

possess certain time-varying memory content that causes
channel quality to vary with time, depending on the previous
channel condition. This phenomenon may cause unexpected
degradation to the transmission because most subsystems are
designed under the assumption of memoryless channel. To
conquer this problem, interleavers are introduced, which can
be used to mitigate the memory content of the channel if the
length of the interleaver is sufficiently long. This, of course,
introduces extra delay and complexity to the communication
system. To turn the drawback of time-varying memory into an
advantage, knowledge of previous channel conditions can be
used to predict the upcoming channel quality and improve the
performance of the communication system.

The use of received signal-to-noise ratio (SNR) as a mea-
surement of channel quality in communication systems has
been widely accepted especially when the channel quality
is time-varying. On many occasions, this side information is
treated as the received SNR of the current channel symbol [1],
[2], [3] or that of previous symbols [4]. An example is referred
to the finite-state Markov channel (FSMC) [5], a generalized
Gilbert-Elliott channel [6], [7], [8] with a finite number of
states. The FSMC model is constructed by partitioning the
range of the received SNR into a finite number of intervals.
Each state of the channel corresponds to one of these intervals.
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In this case, the first-order Markovian assumption implies that,
given the information of the state immediately preceding the
current one, any other previous state should be independent
of the current state.

Generally speaking, the level of complexity incurred from
using higher order Markov models can preclude a reasonable
approach to parameterization of the model. In addition, accu-
mulated errors in parameterization will result in questionable
models, even if it can be done. These are the principal reasons
higher-order Markov models are not considered. One may
argue, however, that second- or higher-order Markov processes
should provide a more accurate model even the experimental
measurements and simulation results in [3], [5], [9] confirm
the usefulness of the first-order Markovian assumption.

In this paper, we answer this question by showing that
given the information corresponding to the previous symbol,
the amount of uncertainty remaining in the current symbol
should be negligible. Let R;,i € R be the received amplitude
of the ith channel symbol, the information of R; provided by
the joint ensemble R;_1 R;_o can be quantified by the average
mutual information I(R;; R;_1R;_») and decomposed as [10]

I(Ri; Ri oy Rig) = I(Ri; Ri 1) + I(Ri; Ri—p | Ri—y). (1)

It is then clear that, given R;_;, the significance of R;_» in
providing the information for R; can be measured by the ratio
of the average conditional mutual information I(R;; R;_2 |
R;_,) and the average mutual information I(R;; R;_1R;_2).
Since the value of this ratio is a function of the joint probability
density function of R;, R;_1, and R;_9, it actually depends
on the physical environment of the channel and the symbol
transmission rate. In this paper, we use Rayleigh fading
channels as an example with typical channel characteristics
and transmission rates to verify the first-order Markovian
assumption between consecutive channel symbols. The math-
ematical channel model is presented in Section II, followed by
analytical derivation of the joint probability density function of
the received envelope amplitudes in Section III. In Section IV,
results from numerical evaluation and computer simulation
are presented to show the relative importance of previous
channel symbols to the current one. Conclusions are drawn
in Section V.

II. MATHEMATICAL MODEL

We assume that a signal at frequency w is transmitted.
Following [11], waves arrive at the receiver with an angle
Qp,n =1,2,--- N. At each of these N angles, there are M
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waves with propagation delay times 7},,,. The electric field at
the receiver can be written as

t) = Eq Z Z Crm cos(wt + wit — wThm)  (2)
n=1m=1
where w, = (27v/\)cosa, is the Doppler shift resulting
from the receiver’s velocity v at the arrival angle o, and A
is the wavelength of the transmitted carrier frequency. The
amplitude coefficients C,,,, are defined as

CZ,. = G(e)p(an, Trm) dadT 3)
representing the power associated with each individual wave.
With the approximated exponential distribution of the delay

spreads and the assumption of a uniform distribution in angle
of the incident power, the function p(«,T") can be written as

p(a,T) =

1 -T/Tp
4
27T ¢ @

where T'p is a measure of the time delay spread. Furthermore,
assuming that the antenna is omnidirectional, we have G(a) =
1.

Equation (2) can be rewritten as

E; Z Z Clrum cos{wpt —

n=1m=1

anm)} coswt

J

ﬂﬂr(t)

Ey Z Z Clrum sin(wpt

n=1m=1

anm)J sinwt. (5)

vl

zq(t)

By the central limit theorem, z;(¢) and zq(t) are Gaussian
random processes and are jointly Gaussian distributed for large
numbers of N and M.

Since we are interested in the correlation of channel quality
between three consecutive symbols, derivation of the joint
probability density function (j.p.d.f) of the corresponding
envelope amplitudes is important. Let

z1=21(t), ze=zi(t+7T) =z3=2xr(t+27),
2y = ag(t), w5 =20(t+7) z6=z0(+21) (6
then z1,---,x¢ are jointly Gaussian distributed and, without

loss of generality, zero mean. Their second order statistics can
be derived as

<‘T%> = ‘EO2 Z <[Cnm0pq COS(&)nt — WTnm)
n,m,p,q

X cos(wpt — wThpy)]) @)

where (-) denotes the ensemble average. Expanding (7) and
noticing that the ensemble average is zero except for the terms
with n = p and m = ¢, let 02 = E2/2, and substitute (3) and
(4) into (7), then we have

N M
z3) = o? Z Z G(an)p(an, Tnm) dodT

n=1m=1

o0 27
= g2 / G(e)p(a, T)dadT = 6>, (8)
0 0

A similar argument leads to <x2> =02 4=1,-
ensemble average of z1 and x5 is

(7132) = EZ Z (CrmCpg co8(wnt — wlhym)
n,m,p,q

x cos(wp(t +7) —

=E? Z C’flm< c0s? (Wt — W) cos(wnT)

.-,6. The

wlhq))

1
~5 sin 2(wnt — wlhm) sin(wn7)>.

®)
Since w, = (2wv/)) cos a,, We have
(z122) =0 E m €0s((27v /AN)T cos ay,)
27
=0 / Gla)p(e, T)
X cos 27rv/A)Tcosa) dadT
= 0> Jo(fmT) (10)

where Jo(-) is the zero-order Bessel function and f,, =
(2mv/A) is the maximum Doppler frequency. Similarly, we
have

an
12)

(2122) = (z223) = (2475) = (z526) = 0" Jo(fimT),
(z123) = (w4m6) = 0°To(2fmT)

and all the other cross correlations are zero. Finally, let
x = [z1, -, zg]*, the joint probability density function of x is

1 1 te-1
—_— -x'C . 13
(@) Jaet[C ] eXp{ 7X Lo x} (13)

With the j.p.df. of x, the j.p.d.f. of envelope amplitudes at
t, t+ 7, and £ 4 27 can be derived.

fx) =

III. Jomnt P.D.F. OF ENVELOPE AMPLITUDES

The relationship between x and the envelope amplitudes
and phases is

T3 =7r1c0801, z2=r9cosfs, T3 =rTzcC080;

T4 =r18in01, 5=rysinfy, x5 =rzsinfs (14)
where
ry =4/2? + 23, rzzm, r3 = /73 + 23 (15)
and
6, = tan™? E, 6y = tan~? E,' 5 = tan~" E. (16)
z 2 z3

In order to derive the average conditional mutual information
I(R;; Ri_o | Ri—1), we need to first derive the joint proba-
bility density function fg, r,r,(71,72,73). From (14), polar
transformation can be performed to obtain the jp-df. of 7;
and 6;, 1 = 1,2,3.

Let J, = Jo(fm’r) and Jo = J()(meT), then
A 0}

Cza[o A

—
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Fig. 1. Numerical evaluation and computer simulation results for the ratio between I(R;; R;—2 | Ri—1) and I(R;; R;_1R;_2).

where
1 Ji Je
A=/ 1 J;
Jo J1 1
Furthermore
1[A7Y o
-1 _ A 0
c=ah Al
where‘
1-J2 —-Nh+Ahde Ji-J
Al= |-+ 4] 1—J2 —Jy+ JiJs
lesz -Ji+ e 1—-]12

The polar transformation results in

f(rly 2,73, 917 62’ 03)
17273

" (2)%/det[C,]

-1 .
X exp{ o> (7711T% + 7}227‘% + 77337":3

+ 21127172 cos(f1 — 02)
+ 2ma37ors cos(f2 — 63)

+ 217311"37‘1 COS(93 - 91))}

where 7;; is the 4, jth element of C7 !, Finally, the j.p.d.f. of
the envelope amplitudes can be obtained by integrating (17)
with respect to 61,02, and 3. After careful manipulation, we
have

fR1R2R3 (T1,7"2,T3)

_ _Mrars -1 2 2 2
= FSdet[A] eXP{ 5 (m1r? + moar3 + naar3)
y Z (—=marira) (—nesrars)? (—mairari)k o (i-+i+k)
p: BHD
ijk

(18)

(50605

where ;1. is the set of nonnegative integers 4, j, and & such
that they are all even or all odd and [, and Inax are defined

as
i—j i—k
lminzma'x<0a—2£7 9 )7
and
L. i+7 itk
17) lmax=m1n<z, 23, 2 )
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Fig. 2. Numerical evaluation and computer simulation results for the ratio between I(R;; R;—1 | Ri—2) and I(R;; Ri—1Ri—2).

IV. NUMERICAL AND SIMULATION RESULTS

There are two important parameters in the model that
characterize the fading speed. For a given value of fy,, the
channel is considered to be fast fading if the duration between
two channel symbols 7 is large. This is because the two
consecutive symbols are relatively uncorrelated for longer
duration. On the other hand, if the channel symbol rate, or
T, is fixed, larger values of f,, imply fading with faster speed.
The use of the product of f,, and 7 as a measure for fast
or slow fading is evidenced by (18) where the j.p.d.f. of
received envelope amplitudes depends on f,, and 7 through
their product only.

Denote I(R;; R;_1R;_5) as the mutual information between
current channel symbol R;. and the ensemble of two immedi-
ately preceding symbols R;_; and R;_». This quantity can
be treated as the information about R; that can be provided
by R;_1 and R; 5. As presented in (1), this quantity can be
divided into two' parts.

1) The information about R; provided by the immediately

preceding symbol, R;_;.

2) The information about R; provided by R;_o given R;_1.
What we are interested is how these two items are weighted. A
straightforward measurement is the ratio between I(R;; R;_o |
Ri—l) and I(Rz, RiﬁlRi_Q).

In this section, we use two methods to evaluate the ratio
of the average conditional mutual information I(R;; R;_o |

R;_1) and the average mutual information 7(R;; R;—1R;_2).
Without a closed-form solution for the j.p.d.f. of Ry, Ro, and
R3, numerical evaluation has been carried out to calculate bpth

I(Rg;R]_ | Rz)
frs,r1 | r2)

= // f(?‘l,?"z,’r‘g) log f(’l"l IT‘z)f(']"g I 7“2) d?"ldT‘zd"”g,
19

and

I(R3; RoRy)

f(ri,re,73) :
= // f(ri,r2,73)log f(rg)f(rl,rz)drldrzdm' (20)
In addition to the numerical result, we carry out a simulation of
120 s with various values of f,, and 7. The simulation results
can approximate the ratio of the average mutual informations
given in (19) and (20).

In our simulation, the number of waves M is equal to 50.
The value of f,,7 has been chosen from 0.0002 to 0.0040,
which are typical values encountered in practical Rayleigh
fading channels. The range of received envelope is partitioned
into S intervals. A sliding window of size three is used to
approximate the joint probability mass functions (j.p.m.f) of
(R;, Ri—1, R;_2), their pairwise j.p.m.f.’s, and their individual
probability mass functions. These functions are then used
to calculate the ratio of the average mutual informations
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mentioned above. In Fig. 1, simulation results with S ranging
from 50 to 100 are presented along with the numerical result.
It is noticed that the ratio between (19) and (20) is less than 1%
for most values of f,, 7, especially, when f;,7 is small. This is
due to the fact that as the fading gets slower, the information
about R; has almost been fully explored given the knowledge
of R;_;. As the fading speed increases, the received signal
envelope fluctuates rapidly and the information about current
channel symbol that can be provided by previous symbols is
limited. In general, the importance of R;_ given R;_; is
negligible.

As a comparison, the roles of R;_; and R;_» are exchanged
to investigate their relative importance. These results are
shown in Fig. 2 where the ratio between I(R;; R;—1 | Ri—2)
and I(R;; R;_1 R;_») are approximated. It is noticed that most
of the results are from 0.01 to 0.1 and are about 10 to 100
times larger than that in Fig. 1.

V. CONCLUSION

In this paper, we derive the joint probability density function
of the received envelope amplitudes at time ¢,¢+ 7, and ¢+ 27
under a Rayleigh fading environment. It has been observed that
~ the fading speed depends on the maximum Doppler shift f,
and the duration between two consecutive channel symbols 7
through their product. To investigate the correlation between
the current channel symbol and the previous ones, the ratio
between I(R;; R;—o | Ri—1) and I(R;; R;_1 R;_») is approxi-
mated through numerical evaluation and computer simulation.
We conclude that as for the current channel symbol, the effect
of channel symbols other than the immediately preceding one
is negligible. Therefore, the first-order Markovian assumption
between channel symbols in a Rayleigh fading environment
is verified.
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