
Abstract—This paper presents a method of enhancing robustness 

of classification machine learning model. Robustness of computer 

programming is an important topic, not only affects the security of 

user information but also stability and performance of program itself. 

That is, a technique aims to misclassify the machine learning model 

is called Adversarial Attack. We present an experiment to increase 

the robustness of machine learning models. The dataset MNIST, 

which includes hand-writing digits, is used as the experiment subject. 

Several techniques are applied such as Generative Adversarial 

Networks in Parallel form, Reinforcement Learning in Deep-Q 

formation, Dynamic sampling is used as prediction of unknown 

attack. Black-box is set to be experimental scenario. The 

experimental results show  that the average robustness of the system 

under several attack conditions is as high as 90%. 

 
   Index Terms—Robustness machine learning, GANs, Q-Learning, 

MNIST 

I. INTRODUCTION 

Deep learning includes but not limited to Neural Networks 

has achieve as effective classification or regression methods 

recent days. Like other programs, robustness machine learning 

is also considered as a critical issue [1], [2]. As the evolution of 

hardware, recent works show that certain attack methods are 

effective against machine learning models by adding 

perturbations to attack inputs [3] - [5]. These methods can let 

the target machine learning models misclassify the inputs, such 

as Basic Iterative Method (BIM), Fast Gradient Sign Method 

(FGSM) and DeepFool algorithm, also called adversarial attack 

[6], [7].  

Fig. 1 shows the attack from FGSM, the main goal of 

adversarial attack is adding a perturbation or noises to 

misclassify the target models but meanwhile stays visual 

realistic [8], [9]. By approaching this, those methods are limited 

by a coefficient and by verifying the Maximum distance 

between the output and input [10]. Although remain visual 

realistic also limits the effectiveness of attack, the methods 

mentioned above can still achieve at most 99% of attack success 

rate on un-protected machine learning models [11] - [13]. 

That is, adversarial attack has been considered as a critical 

threat of information security. To solve this problem, enhance 

the robustness of the machine learning models is necessary [14], 

[15]. We assume a scenario of unknown attack, which is black-

box attack, need to be dealt with. A robust model is trained to 

encounter the attack [16], [17]. Since the attack remains un-

detected, we can only predict them by generating random noises. 

In this case, the optimal methods that mentioned above are not 

applicable. We apply Generative Adversarial Networks (GANs) 

[18] to adopt this situation. Since GANs are capable of 

generating specific target we need it to. We apply similar 

structure to our program, in order to predict the attack. 

Note that our GANs is in Parallel form, means there exist  

multiple generators with the losses associated with. That allows 

the network to select the most fitting sub-networks by applying 

algorithm like Evolutionary Learning or Reinforcement 

Learning [19]. 

To evaluate our model performance, we generate several 

adversarial examples, which are the output of attack, from the 

above and several state-of-the-art methods. We then test our 

model accuracy for the robustness training, in order to evaluate 

the prediction of attack. We show that the model is comparably 

more robust than the others, which remains high accuracy 

during the attack. 

We also test our model performance in conventional method 

such as Optical Character Recognition (OCR) [20], the most 

commonly used method in identification system at the place like 

parking lots. The system can be misled by certain noises which 

will lead misclassification such as vehicle registration plate 

number. 

The contributions of our work are listed below. 

⚫ We use specific form of GANs to predict the unknown 

attack, different from passive training of regular 

methods. 

⚫ We show that the proposed method can handle black-

box attack, which means we do not need to know what 

attack looks like. 

⚫ We apply reinforcement learning to our model, which 

further increase the efficiency of model training, 

compare to the random selection of Evolutionary 

Learning. 

⚫ We test our model compared with conventional OCR 

method, the result indicates our model is more capable 

of defending unknown attack. 

 
Fig. 1: The adversarial example on digit zero. First row: The 

original image. Second row: Distortion generated by FGSM (left), 

Adversarial Example by adding the distortion to original image 

(right). 
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II. RELATED WORK 

A. Parallel-GANs 

Yamamoto et al. have announced a structure with multiple 

losses based GANs, which contains selection of various 

generators [21]. Due to the fact we need to generate the 

unknown perturbations, the feature extraction of this network is 

considered practical. Different from the prior work, we apply 

multiple generators to remain independency instead of 

generating stacked multiple resolution features. An image-to-

image networks is used in this work. By adding adaptative  

distortion to the targets, we can achieve the goal of attack. 

B. Deep-Q Networks 

Wang et al. from Google issued a structure with 

Reinforcement Learning based Deep Neural Networks [22]. 

Most of the optimization methods used in regular deep 

learning are based on minimizing the loss from certain function, 

e.g. for regular cases, cross-entropy. By calculating the 

differential functions, we can navigate the model to approximate 

the loss function. Reinforcement Learning such as Q-Learning 

or Temporal Difference can predict the state, which gives us the 

ability to choose and estimate the performance of the sub-

networks. Reinforcement Learning can approximate the 

minimum loss by given loss functions instead of constructing 

Q-Tables. In this experiment, cross-entropy is given as the loss 

function. We apply this to our work, make it further efficient 

than regular one. 

C. Black-Box Attack 

As the security has been gradually valued recent years, most 

of the machine learning models are restricting users to access 

their entries. The same as attacking, attackers will not leak their 

information to keep their attack effective. Therefore, a scenario 

of black-box is necessary [23]. Lukas et al. have set several 

conditions of the black-box attack, prevent the attacker’s 

information from leaking [24], [25]. 

We follow the same setting, perform the black-box attack. By 

predicting the unknown perturbation, we can show that the 

proposed method is effective. 

III. METHODOLOGY 

A. System Approach 

Suppose we have a set of clean input: 𝑋 ⊆ 𝐷 , where D 
denotes the dataset. Then for the clean label: 𝑌 ⊆ 𝑅𝐷, where R 

denotes the feature space of the associated dataset, and then for 

the attack method, we have an existed threat model 𝑓𝑡ℎ𝑟𝑒𝑎𝑡(𝑥) ≠
𝑦, as Fig. 2 shows below. 

 
Fig. 2: Ideal blocks for Attack 

The goal of our work is to effectively defend the misclassify 

from the Adversarial Attack. We train a robust model to 

encounter this problem [26]. That is, 𝑓𝑟𝑜𝑏𝑢𝑠𝑡(𝑥) = 𝑦. Then we 

test the accuracy of the model to evaluate the robustness. In this 

case, higher accuracy indicates higher robustness. The 

following figure, Fig. 3, shows the approach of our work. 

 
Fig. 3: Ideal blocks for robust training 

As we mention above, we design a robust target to encounter 

the unknown threat which is existing methods such as BIM, 

MIM, or FGSM [28]. 

B. Main Structure 

Fig. 4 shows the overall structure of the robust model in 

training stage. 

 
Fig. 4: Stage of robust training 

The structure contains three parts, which are Multi-

Generators 𝐺𝑖 , Deep-Q, and robust evaluation target 𝑓 , 

respectively. In order to predict the unknown attack, we put 

random white noises as noisy features and clean inputs as 

auxiliary features as reference. Different from the previous work 

of training GANs, we set discriminator 𝐷 as a clean model with 

non-robust training. Fig. 5 shows the detailed components of 

robust training. 

 
Fig. 5: Main structure of robust model training 

As shown in Fig. 5 above, the threat does not need any 

requirement or feedback, indicating the attack is black-box.  

The Adversarial loss is: 

 
𝐿𝐺𝐴𝑁 = 𝐸𝑥 𝑙𝑜𝑔 𝑓𝑡ℎ𝑟𝑒𝑎𝑡(𝑥) + 

𝐸𝑥 𝑙𝑜𝑔(1 − 𝑓𝑡ℎ𝑟𝑒𝑎𝑡(𝐺𝑖(𝑥) + 𝑥)). 

 

In this work, the discriminator is a target to evaluate the 

robustness by testing the effectiveness of distinguishing clean 

and attack inputs. 

The Discriminator loss is: 

 
𝐿𝐷 = 𝐸𝑥𝑙𝑓(𝐺𝑖(𝑥) + 𝑥,  𝑡). 

 

where 𝑙𝑓  denotes the loss function of robust model. By 

minimizing the loss of discriminator, we can see the model 

predict accurately during attack. 

    As shown in Fig. 4, we have reinforcement learning applied 

(1) 

(2) 



 
 

as selection of the model. The Deep-Q block also generate loss 

which is adaptative. 

    The RL loss is: 

 

𝐿𝑅𝐿 = max
𝑞

𝑄′(𝑠(𝑡), 𝑎(𝑡)(1) … 𝑎(𝑡)𝑛). 

 

    We use epsilon-greedy as the learning policy, means the 

model will always follow the biggest profit based on current 

state. 

 

𝑄 ← argmax
𝑞

𝑄′(𝑠(𝑡), 𝑎(𝑡)). 

 

    By calculating each generator neurons hidden output, we can 

estimate the action by approximating the given loss function 𝑙𝑓. 

    To estimate the full loss, we combine (1), (2), (3): 

 
𝐿 = 𝛼𝐿𝐺𝐴𝑁 + 𝐿𝐷 + 𝛽𝐿𝑅𝐿 . 

 

where 𝛼 and 𝛽 are adjustable coefficients for the importance of 

each learning blocks. Note that we need to train model to 

anticipate the attack, so we need to optimize the full loss by 

choosing the minimum [27], [28]. Fig. 6 shows the block 

diagram of Deep-Q in hierarchical form in this experiment [29]. 

 
Fig. 6: Block diagram of hierarchical Q function 

C. Black-box 

We assume the condition we will face is black-box attack, 

that is unknown perturbation will be added to the clean image 

[30]. In order to predict the attack, we use white noises to 

generate certain perturbation by random sampling similar as 

Gibbs-sampling in Restricted Boltzmann Machine (RBM) [31]. 

The step is showed in Algorithm 1: 

 
Algorithm 1: Random sampling of training model 

By given certain conditional probability, we can approximate 

the initial distribution by iteration method. Like Gibbs-sampling, 

by passing amount of epoch, final distribution can be updated as 

the original one, which is the balance between generators and 

discriminator. 

The given conditional probability for the generator is: 

 

𝑃𝑔𝑒𝑛
𝑠𝑡𝑒𝑝

= argmax
𝑔𝑒𝑛

min
𝐷

𝐿𝐷 + 𝛼𝐿𝐺𝐴𝑁 + 𝛽𝐿𝑅𝐿 . 

 

    Which is also greedy policy as reinforcement learning that 

mentioned above. By selecting the least ones of maximum full 

objective loss, we can optimize the model as a robust generator. 

By updating the distribution of generators, we can 

approximate the one from the discriminator. 

Also, the given conditional probability for the discriminator 

is: 

 

𝑃𝐷
𝑠𝑡𝑒𝑝

= max
𝑘∈𝑟𝑜𝑤

∑|𝑓𝐷(𝑥) − 𝑓𝑔𝑒𝑛(𝑥)|

𝑘

. 

 

By calculating the maximum distance between output and 

input, we can obtain loss for the discriminator. 

The optimization method can reach balance between the 

generator and the discriminator. To generate the predicted 

perturbation, we use white noise as input. In this section, we use 

a table works like quantization to favor the balance between 

generators and discriminator. 

Since the generator uses noise to predict the attack, it chooses 

the second-likely loss from original clean prediction. The 

random sampling then maintains the balance between the 

generator and the discriminator by calculating the loss. 

Theoretically, according to Gibbs-sampling, the distribution 

will approximate the initial condition of competition between 

GANs. That is, the trade-off between the generator and the 

discriminator. 

In this method, the generator tries to anticipate the ground 

truth from existing third-party methods. The discriminator then 

is simplified by quantizing the images to maintain the 

competition of sub-networks in GANs. Fig. 7 shows the 

reconstruction of the model in order to defend the attack. 

 

 
Fig. 7: Reconstruction from discriminator to defend the attack. First row: 

original image. Second row: reconstruction image 

(3) 

(4) 

(5) 

(6) 

(7) 



 
Fig. 9: Trade-off between distance and robustness 

 

IV. EXPERIMENTAL RESULT 

A. Dataset 

In this experiment, we use MNIST [32], [33] from National 

Institute of Standards and Technology (NIST) to evaluate our 

model performance. This dataset contains 70,000 hand-writing 

digits includes 60,000 of training set and 10,000 of testing set, 

each of 784 pixels with 8 bits greyscale level. The dataset 

consists 0-9 hand-writing digits from 250 different people, with 

equal number of 6000 each. Examples are shown as in Fig. 8. 

 
Fig. 8: Clean examples from original MNIST dataset [32], [33] 

 

B. Implementation 

We first apply the proposed model with the training set. We 

use batch size of 256 and learning rate of 0.01. We then apply 

the discriminator with three convolution layers and two fully 

connected layers. According to Yamamoto et al., we use leaky-

ReLU as our activation with 𝛿 = 0.2 in (5) [34]. In order to 

accelerate the processing of the networks, we use weight 

normalization to all layers in the framework [35]. 

For training stage, we use 60,000 of clean image from the 

training set. Then we apply inputs with random noise as main 

feature and clean images as auxiliary features. The noise is: 

 

𝑋𝑛~𝑁(0,1). 
 

The 𝛽  is set to be 0.1 based on experience from several 

experiment. For the conditional probability in Algorithm 1, we 

use the sampling from each layer between iterations. 

 

𝑃𝐺|𝐷 = ℵ (𝜎(𝑊𝑗
𝑖𝑥𝑖 + 𝑏𝑗)). 

 

where ℵ is normalization and σ is activation function, in this 

case, Leaky-ReLU. We use similar computation as Gibbs-

sampling to approximate the final distribution, which is the 

balance between the generator and the discriminator. The 

following equation shows the activation σ: 

 

𝜎(𝑥) = {
𝑥, 𝑥 > 0

𝛿𝑥, 𝑥 ≤ 0
. 

 

In this case, δ = 0.2 as we mention above. 

For testing stage, we generate a set of 10,000 adversarial 

examples, which is from the testing set of MNIST. According 

to Goodfellow et al., the 𝐿∞ distance ϵ is set between 0 and 1. 

We set ϵ = 0.3  as the 𝐿∞ distance between original and 

poisoned images. Fig. 10 shows the block diagram the 

adversarial examples from FGSM [36]. 

 
Fig. 10: Block diagram of FGSM 

 
Fig. 11: Output of balance between generator and discriminator, from 

above to below, the model favors from discriminator to generator 

 

 
Fig. 12: The testing set generated by state-of-the-art (FGSM), compare with 

the original and Adversarial examples 

(8) 

(9) 

(10) 



 
Fig. 13: Robustness of the model under two attack method, FGSM (blue) and DeepFool (orange) 

 

 
Fig. 14: The effectiveness of model under different balance of generator and discriminator 

We use the block from Fig. 6 and DeepFool method [37] to 

generate effective adversarial examples, e.g. the examples from 

Fig. 12. Each example with maximum distance 0.3 according to 

Goodfellow et al. 

C. Trade-off 

As we mention in section I, there exists a coefficient ϵ limits 

the maximum distance (Chebyshev distance) 𝐿∞  between the 

adversarial examples and original images. The following 

equation shows the computation of maximum distance [38]. 

 

𝐿∞ = max
𝑘

(𝑋
𝑘

′
− 𝑋𝑘). 

 

The larger the distance is, the farther away from visual 

realistic, means it is more difficult for human eyes to identify. 

Although increasing the toleration of the distance can improve 

the robustness of the model, it also decreases the realistic of 

images, making them hardly identified. In this experiment, the 

sub-network in GANs compete with each other to generate the 

perturbation from clean inputs. Fig. 9 shows the trade-off 

between these two factors, distance (distortion) and robustness. 

As shown in Fig. 9 from above, the original image is number 

7, after training it predicts as number 3. For the robustness, the 

larger distance, which is controlled by epsilon, the more robust 

it is. However, the image is completely unidentified as 7, means 

the image is ineffective for defending. That is, finding a middle 

point to remain balance of the two factors is crucial. 

As Fig. 11 shows, for visual realistic, discriminator tries to 

predict the result from clean input. That is, the outcome of 

discriminator is closer to simplify the noise from the generator. 

For robustness, the generator predicts more noise from original 

inputs, the result comes with distorted images with maximum 

distance limit. As Fig. 14 shows, we choose sampling quality as 

50% to present the best effectiveness of the model.  

D. Performance 

    We first evaluate our model under different attack methods. 

In this experiment, we apply two methods, which are FGSM and 

DeepFool. Both methods process with numerical gradient 

estimation to accelerate generating perturbation.  The following 

figure shows the robustness of the model after inserting the 

adversarial examples from the attack methods mentioned above. 

    The evaluation we use is F1 score (F-measure), it contains two 

factors, precision 𝑝 and recall 𝑟. 
    The precision is: 

(11) 



 
 

 

Fig. 15: Robustness between Proposed and Baseline methods 

TABLE I 

THE RESULT BETWEEN CNN, OTHERS AND PROPOSED METHOD

 

 

p =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
. 

represents the condition that model identify the result as true. 

    The recall is: 

 

r =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
. 

 

represents the condition of the input data as true. 

    The equation of F-score is: 

 

F =
(1 + 𝜙2)(𝑝 × 𝑟)

𝜙2(𝑝 + 𝑟)
. 

 

    Note that F-score is affected by a parameter ϕ  in (14). 

Usually by our evaluation, we set it as ϕ = 1 so the parameter 

can be neglected. 

    As Fig. 13 shows, we can obtain that the model efficiency 

decreases after the distance passes 0.5. That is, our model can 

handle the distortion within 0.5. From section IV-C, we can see 

the trade-off between the attack and defense, the result from the 

figure above shows the model is able to increase the robustness.  

The adversarial examples with maximum distance over 0.5 

are highly unidentifiable by human eyes. That is, defending the 

images above certain distance is not necessary since the goal of 

adversarial attack is remaining visual realistic meanwhile 

effectively misclassify the machine learning models. 

We implement the model binary-ABS from Lukas et al. as the 

baseline, then we evaluate the robustness during the training 

stage. The following figure shows the result of robustness by 

successfully classifying the predicted attack. 

As the Fig. 15 above, the proposed method (orange) is 

comparably upper than baseline (blue). Indicates the proposed 

method is more efficient to anticipate the attack. Note that after 

30 epochs the proposed can achieve close to 98%, means it can 

almost defend every attack from generators. The existing 

methods count as effective do not participate as a role in this 

section, that is, the experiment scenario is a black-box 

After the training stage, we enter testing stage. By sending 

the examples like Fig. 10, we evaluate the robustness of 

proposed model and baseline one. The following table shows 

the result of proposed and other existing models’ performance 

under certain effective attack. 

As Table I shows, the proposed method is comparably higher 

robustness than others. Note that as pervious section mentions, 

there’s a trade-off between the distance and robustness. As the 

result, we can obtain this phenomenon clearly. 

 

 CNN Madry Lab. Binary ABS Proposed 

Clean 99.1 98.8 99 98 

FGSM/GE 0.1/21 0.48/89 0.49/85 0.54/91 

DeepFool/GE 0.09/0 0.53/90 0.46/78 0.55/89 

All Attacks 0.95/10.5 0.5/89.5 0.475/81.5 0.545/90 

(13) 

(12) 

(14) 



TABLE II 

THE CLASSIFICATION BETWEEN CNN, OCR AND PROPOSED METHOD 

Model CNN OCR Proposed 

Result 623 523 578 
TABLE III 

THE AVERAGE ACCURACY BETWEEN CNN, OCR AND PROPOSED METHOD 

Model CNN OCR Proposed 

Acc. (MNIST) 0 12 90 

Acc. (Vehicle number) 5 20 90 

 

 
Fig. 17: One set of attacking on a vehicle number plate from 578 to 623 

In this experiment, we also test the robustness of current 

applications, in this case, Optical Character Recognition (OCR). 

The system is designed for identifying numbers from actual 

world like vehicle registration plate, which is commonly used in 

place such as parking lot. The core of this system is not machine 

learning since it’s been developed in early 1990, the hardware 

is not strong enough to handle computation from machine 

learning models [39]. On the contrary, OCR uses conventional 

methods like character cropping and compare the most-likely 

symbol with a default set database. That is, the system is fixed, 

means it has more vulnerabilities than machine learning.  

 
Fig. 16: Block diagram of Optical Character RecognitionFig. 16 shows 

the block diagram of OCR. OCR uses traditional methods to 

identify and classify character from raw images, it has fixed 

database to compare the most-likely calculation of alphabets 

and digits. The algorithm uses cropping to separate the character 

from objects such as vehicle registration plates [40]. Then it 

compares the feature with its own database, by calculating the 

most-likely objects, the algorithm chooses the output in ASCII 

or UNICODE. 

Note that the scenario of OCR is set noise-free, indicates it’s 

more likely misclassify in realistic. We generate 20 sets of 

corrupted data by using FGSM and evaluate the performance 

between proposed, CNN and OCR methods. 

Fig. 17 shows one of the number sets generated by the attack 

method, using the effective method to generate an example of 

attack vehicle registration plate. We test the proposed, clean 

CNN and conventional OCR.  

Table II shows one of the 20 classification results of the 

adversarial attack. CNN and OCR both misclassify the input 

attack.  The proposed method still remains correct. That is, the 

proposed method has comparably strong robustness. And Table 

III shows the average accuracy after the methods classify the 

attach inputs generated by the attack methods. We generate 20 

data as we mention above, and the accuracy is the average 

correctness of whole experiment. We also issue a threat that 

indicates the intentionally attack on conventional methods, in 

this experiment, OCR. 

V. CONCLUSION  

In this paper, we propose a method with several innovations 

to increase the robustness of machine learning models. In our 

model, we use GAN as main framework, reinforcement learning 

as model optimization and random sampling as predicting the 

unknown attack. We verify the performance by using several 

state-of-the-art and application to test the accuracy of the model. 

The results show that the proposed method is effective and 

efficient. By this experiment, we also notify there’s potential 

issue of security in machine learning. 
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