
Abstract—In this paper, we proposed a Voice activity detection 

(VAD) model based on recurrent neural network(RNN) with joint 

MRCG and MFCC features. The system consists of two layers of 

gated recurrent unit (GRU) and beat the traditional methods in 

accuracy in our experiments. 

I. INTRODUCTION 

The classification of voice segment from the voiced segment, 

unvoiced segment and silence segment in a speech signal is 

achieved using a Voice Activity Detector (VAD). It is a front-

end and contribution to a large number of areas, such as 

automatic speech recognition, speech enhancement and so on. 

Various methods, traditionally based on feature engineering, 

statistical signal processing.  

Our voice activity detection (VAD) model is a recurrent 

neural network (RNN) based classifier model. Our model 

consists of two layers of gated recurrent unit (GRU). The 

remainder of this paper is organized as follows: Section II 

presents the details of the proposed based Voice Activity 

Detector. In Section III, we present the experimental results. 

Section IV describes the compare our proposed framework with 

others, and then Section V concludes our findings. 

II. METHODOLOGY 

The GRU-based VAD is a frame-based classifier. First, we 

will introduce the feature extraction method, and the proposed 

based GRU. Figure.1 shows our architecture, where the audio 

input, the features are captured by Mel-Frequency Cepstral 

Coefficients(MFCC)[1] and Multi-Resolution Cochlea-

gram(MRCG)[2]. 

Figure 1. Subnetwork architecture of the proposed method 

A. Mel-Frequency Cepstral Coefficients 

In speech recognition and speaker recognition, the most 

commonly used speech feature is the Mel Inverse Spectral 

Coefficient, which is particularly suitable for speech 

recognition, considering the degree of perception of different 

frequencies by the human ear. MFCC extract the features by 

the following steps: 

 
Figure 2. MFCC architecture 

 
 

B. Multi-Resolution Cochlea-gram 

The other way of extracting features is MRCG, it is a multi-

resolution filter feature, which is expressed by combining 

multiple cochleae with different resolution. 

The high-resolution cochlea-gram focuses on capturing the 

local information of the signal, the low-resolution cochlea-

gram grasps the global information. 

Figure 3. MRCG architecture 
 

MFCC extract the features by the following steps: 

I. Calculating the Cochlea-gram of the first channel, the frame 

length is selected as 25ms, frame shift is 10ms, Cochlea1 is 

obtained after logging all the time frequency units. 
 

II. Cochlea2 is obtained after selecting 200ms frame length 

and 10ms frame shift, and taking logarithms of all the time 

frequency units. 
 

III. Using 5*5 window to Cochlea1, smooth and average pool 

to get Cochlea3. Cochlea4 and Cochlea3 calculation is 

similar, using 11*11 window to Cochlea1, smooth and 

average pool to get Cochlea4. 
 

IV. The MRCG is obtained by concatenating Cochlea1 to 

Cochlea4. 

C. Model Architecture 

 
Figure 4. Model Architecture 

 

The architecture uses Robustness Detection as an updating 

method. GRU is used for the core network. Hierarchical Q-

Learning[3] is used for determine robustness between 

subnetworks. The algorithm is shown in Figure 5. In following 

algorithm, hierarchical Q-function is used due to reduce time 

complexity. 
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Figure 5. Hierarchical Q-Learning Architecture 

 

And a decode FSM is used for reduce memory, which is shown 

in Figure 6. 

 

Figure 6. FSM Architecture 

III. EXPERIMENTS AND RESULTS 

A. Dataset 

Our training dataset is using musan[4], which is a corpus of 

music, speech, and noise contains about 60 hours of speech 

data. The dataset we use with a number of 400, a maximum 

length of 612 seconds, and a minimum length of 341 seconds, 

for a total length of 63.7 hours. 
 

B. Experiments and results 

The experimental results are shown in Figure 7 and Figure 

8, and it can be seen that the original voice signal can be 

classified into three types, voiced, unvoiced, and silent. These 

three categories do not overlap with each other. 

 
Figure 7. test1 signal from test set 

 

 
Figure 8. Based on the proposed, the experimental results of 

test1 

IV. EVALUATION 

A. Robustness Detection 

    The blue line represents average accuracy of whole model, 

and the others denotes subnetworks. Ones return to zero 

means being eliminated, i.e. red and gray. 

 
Figure 9. Robustness of subnetworks 

B. Accuracy 

The accuracy of our proposed method is 0.2% higher 

compared to the ACAM-based architecture, also improves the 

accuracy by nearly 9% over the SVM-based method.  

 
Table 1. Accuracy Compared to others. 

V. CONCLUSION 

In this paper we investigated the use of a neural network 

architecture in VAD, and using MFCC features and MRCG 

features. Our experiments show that GRU-based VAD 

outperforms other traditional methods and the addition of 

reinforcement learning has improved the accuracy. 
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