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Abstract— This paper presents an audio-based early warning 
system of vehicle approaching event for improving pedestrian’s 
safety. Sound signals were collected by an external directional 
microphone connected to a smart phone. Multiple feature techniques, 
such as root mean square, zero crossings, spectral centroid, and 
spectral rolloff, were applied to short-time frames of audio samples. 
Multiple machine learning classifiers, such as K nearest neighbor, 
multi-layer perceptron, decision tree, and random forest, were 
applied to classify the audio frames to effectively detect vehicle 
approaching sound. The experimental results showed that the 
accuracy of the system is as high as 97% for two class (NoVehicle 
and Vehicle) classification .  

Keywords—vehicle approaching warning, audio detection, 
machine learning 

I. INTRODUCTION 
More and more people tend to bring smart phones and 

communication headsets with them during their outdoor 
activity. They play the music from their phones and listen to the 
music via the headsets. This behavior could bring down the 
user’s awareness on the surrounding events and increase the 
risk for causing accidents from rear approaching vehicles [1].  

Modern technology has changed people’s life style 
significantly and brought some side-effects such as the above 
example. However, the technology can also be used to reduce 
the risks. The computing power of the smart phones has been 
improved a lot in last decades. Complex signal processing and 
machine learning algorithms can be run on smart phones. 
Directional microphones, which help to reduce the noise 
coming from unwanted directions, can be integrated into a 
modern headset. Smart phones and headsets can be utilized and 
integrated into a system to increase the safety.    

Nowadays, environmental sound recognition applications 
have become popular on mobile platforms. Angelos and his 
colleagues presented the realization of real-time environmental 
sound recognition on Android operation system [2].  

Detecting the sound event of vehicle approaching has been 
presented in several works. Vancheswaran presented the system 
for improving bikers’ safety [3]. Paulraj presented the methods 
to classify 4 different kinds of vehicles running in 4 different 
zones on the same road [4]. 

In this paper, we propose an early warning system for 
detecting vehicle approaching events. It is designed to be a cost-
effective and feasible approach to detect vehicle approaching 

sound in the suburb area using a smart phone with an additional 
directional microphone. Our goal is to alert the user regarding 
the vehicle approaching in a short period ahead, e.g., 3 seconds, 
before the vehicle passing by the user. The alert should be 
triggered ahead of this 3-second period. 

 

 
Fig. 1. System work flow of the proposed early warning system 
 

II. SYSTEM APPROACH 
The proposed system is the combination of a directional 

microphone and a smart phone. Audio signal is collected from 
the directional microphone and passed through the audio 
processing subsystem of the smart phone’s operating system. 
The vehicle approaching detection application running on the 
smart phone obtains the audio data from the subsystem. 
Whether the directional microphone is wired or wireless, the 
operating system will be able to handle the connection and the 



audio data path. For the simplicity of the research purpose, we 
use a wired directional microphone; the prediction model which 
can also be used on smart phones is evaluated on PC. 

The working flow of the system is shown in Fig. 1. Each 
major block is described as follows. Single channel audio input 
with 44100 Hz sampling rate and 16-bit floating-point resolution 
is applied in our research as the specification is guaranteed to 
work with all the devices of the mainstream operating system on 
the shelf. The short-time frame size is 8192 samples that is about 
0.185 seconds. The detection is performed in every single frame.  
 

III. FEATURE EXTRACTION 
Feature extraction function generates a set of features that 

represent the characteristics of the sound signal in the short-
time frame. 

In this work, we apply several analysis method which are 
commonly used by speech and environmental sound 
recognition research. We worked with the jAduio[5] audio 
feature extraction program to obtain four features mentioned 
below. 

Root mean square (RMS) is a measure of the energy of the 
frame by computing the root-mean square value of the samples 
during the frame [6]. 

Zero crossings (ZCS) is a measure of the number of times 
the signal value crosses the zero axe [6]. 

Spectral centroid (SPC) is the center of ‘gravity’ of the 
spectrum. It is calculated as the weighted mean of the 
frequencies present in the signal, determined using a Fourier 
transform, with their magnitudes as weights [6]. 

Spectral rolloff point (SPR) is a measure of the amount of 
the right-skewedness of the power spectrum. It is calculated as 
the fraction of bins in the power spectrum at which 85% of the 
power is at lower frequencies [6]. 

 

IV. CLASSIFICATION ALGORITHMS 
Weka Classification Library [7] was used in this work. It is 

a collection of machine learning algorithms, which provides a 
number of classification models.  

The extracted features were sent to four classifiers for 
detecting the vehicle approaching event residing the audio 
frames: k Nearest Neighbor (kNN) [8], Multi-layer Perceptron 
(MLP) [9], Decision Tree [10], and Random Forest [11]. 

 

V. DATA COLLECTION 
As there was no open standard database for this research, 

we collected data with a directional microphone connected to a 
smart phone in the suburb area. To simulate the real situation 
that users will encounter, the height we placed the microphone 
from the ground was about 140~165 cm, and sounds were 
recoded on straight and crooked sections. 

The applicable environment of this work is restricted to 
two-lane paved roads with speed limited to 50 km/hr and 
background sound level is around 40~50 dBA[12] 

The collection includes three classes of recordings: 83 
sedan car approaching, 52 scooter approaching and 63 
background sounds. Each vehicle approaching recording is cut 
into the same length by a Python script of taking the 3-sec 
samples before the largest sample value. 

 

VI. EVALUATION RESULTS 
We use 60% of our data collection as the training set and 

40% of it as the testing set. The objective of the classification 
task is to classify two labels: NoVehicle and Vehicle. 

The first evaluation is done with our own dataset. The 
accuracy of each classifier is quite high, at least 97% and up, as 
shown in Fig. 2. 

 

 
Fig.2. The accuracy of four classifiers of two categories 

The second evaluation the Vehicle label is subdivided into 
three labels to stand for different zones of time before the 
vehicle passing the microphone. VehicleZ1, VehicleZ2 and 
VehicleZ3 stand for frames from far to near, shown as in 
TABLE I. 

TABLE I. 
CLASSIFICATION LABEL DENFINITONS FOR DIFFERENT DISTANCES 

Frames 2~3 secs before 
passing 

1~2 secs before 
passing 

1 sec before 
passing 

Label VehicleZ1  VehicleZ2 VehicleZ3 

 
By examining the confusion matrix, shown as in TABLE II, 

we note that Decision Tree and Random Forest are more 
reliable to detect the frames at the close time zone, in which no 
VehicleZ3 is classified as NoVehicle. This low false negative 
rate ensures the safety of the pedestrian. 

 

VII. CONCLUSION AND FUTUREWORK 
The evaluation results showed that the proposed system 

utilizing devices on the shelf is feasible for doing the task of 
detecting the vehicle approaching and giving early-warning. 
The experimental results show that the accuracy of the vehicle 
detection is high. This can be applied to realtime smart phone 
applications. More environmental sound events need to be 
taken into consideration for reducing false alert. 
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TABLE II. 
COMFUSION MATRIX FOR CLASSIFYING DIFFERENT TIME ZONE 

KNN (using 4 features) k=1 
Classified as => NoVehicle VehicleZ1 VehicleZ2 VehicleZ3 
NoVehicle 377(96.41%) 8(2.04%) 6(1.53%) 0(0.00%) 
VehicleZ1 15(5.63%) 171(64.28%) 68(25.56%) 12(4.51%) 
VehicleZ2 5(1.50%) 91(27.32%) 184(55.25%) 53(15.91%) 
VehicleZ3 1(0.29%) 7(2.08%) 56(16.66%) 272(80.95%) 
MLP (using 4 features) 
Classified as => NoVehicle VehicleZ1 VehicleZ2 VehicleZ3 
NoVehicle 386(98.72%) 5(1.27%) 0(0.00%) 0(0.00%) 
VehicleZ1 25(9.39%) 181(68.04%) 53(19.92%) 7(2.63%) 
VehicleZ2 7(2.10%) 76(22.82%) 209(62.76%) 41(12.31%) 
VehicleZ3 7(2.08%) 4(1.19%) 58(17.26%) 267(79.46%) 
Decision Tree (using 4 features) 
Classified as => NoVehicle VehicleZ1 VehicleZ2 VehicleZ3 
NoVehicle 378(96.67%) 10(2.55%) 3(0.76%) 0(0.00%) 
VehicleZ1 16(6.01%) 199(74.81%) 48(18.04%) 3(1.12%) 
VehicleZ2 5(1.50%) 106(31.83%) 169(50.75%) 53(15.91%) 
VehicleZ3 0(0.00%) 10(2.97%) 40(11.90%) 286(85.11%) 
Random Forest (using 4 features) 

Classified as => NoVehicle VehicleZ1 VehicleZ2 VehicleZ3 
NoVehicle 387(98.97%) 3(00.76%) 1(00.25%) 0(0.00%) 
VehicleZ1 20(7.51%) 186(69.92%) 57(21.42%) 3(1.12%) 
VehicleZ2 5(1.50%) 88(26.42%) 198(59.45%) 42(12.61%) 
VehicleZ3 0(0.00%) 10(2.97%) 56(16.66%) 270(80.35%) 
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